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Chapter 1

Introduction

Since its introduction by Mac Lane and Eilenberg in the 1940s, category theory has
proved to be universally important not despite but due to its simplicity. In particular, it
is used in mathematical aspects of field theory (e.g. [Ati88], [FRS02]), quantum compu-
tation (e.g. [Vic12], [AC04]), knot theory, logic and proof theory (e.g. [DV16], [Mel09],
[And]). The main subject of this thesis is the notion of duality in monoidal categories
and its applications.

One of the most prominent examples of a duality is arguably found in the linear dual

V ⋆ ∶= Hom (V, )

of some -vector space V . To this end, let us consider the category with -vector spaces
of arbitrary dimension as objects and -linear maps as morphisms. This category enjoys
a variety of prototypical properties. Foremost, it is monoidal with the usual tensor
product ⊗ of vector spaces. The unit of the tensor product is given by the field ,
since for any -vector space V , the underlying -action witnesses V ⊗ ≅ ⊗ V ≅ V .
Moreover, the monoidal structure is symmetric, since for any pair of vector spaces V,W
there exist a natural isomorphism V ⊗W ≅W ⊗V . It is closed in the sense that for any
two spaces V,W there exists a vector space Hom(V,W ), in this case the morphism set
Hom (V,W ) with its natural vector space structure, and a natural isomorphism

Hom (U ⊗ V,W ) ≅ Hom (U,Hom(V,W )). (1.1)

A vector space and its linear dual are related in the following ways. For every morphism
f ∶ V → W one can define a dual morphism f⋆ ∶ W ⋆ → V ⋆ as f⋆(w′)(v) = w′(f(v)).
Moreover, for a vector space V there exists an evaluation map ε ∶ V ⊗ V ⋆ → defined
by ε(v ⊗ v′) ∶= v′(v), and for a finite-dimensional vector space V a coevaluation map
η ∶ → V ⋆⊗V defined by η(1) ∶= ∑i v

′
i⊗vi for a finite basis (vi)i∈I of V and corresponding

dual basis (v′i)i∈I of V ⋆ with v′i(vj) ∶= δij . One can show that the definition of η does
not depend on the chosen basis (vi)i∈I . Both maps satisfy the relations

(V ≅ V ⊗ id⊗η→ V ⊗ (V ⋆ ⊗ V ) ≅ (V ⊗ V ⋆)⊗ V
ε⊗id→ ⊗ V ≅ V ) = idV ,

(V ⋆ ≅ ⊗ V ⋆
η⊗id→ (V ⋆ ⊗ V )⊗ V ⋆ ≅ V ⋆ ⊗ (V ⊗ V ⋆) id⊗ε→ V ⋆ ⊗ ≅ V ⋆) = idV ⋆

(1.2)
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6 CHAPTER 1. INTRODUCTION

and a symmetric variant of it. As a consequence, if V is finite-dimensional, the map
V → V ⋆⋆ given by v ↦ evv with evv(v′) ∶= v′(v) for v′ ∈ V ⋆ witnesses an isomorphism
between V and its double dual,

V ≅ V ⋆⋆ = Hom(Hom(V, ), ). (1.3)

Another observation shows that for finite-dimensional vector spaces V,W there exists a
natural isomorphism

Hom (V ⊗W, ) ≅ Hom (V,W ⋆) ≅ Hom (W,V ⋆) (1.4)

witnessed by currying, i.e. by mapping a form κ ∶ V ⊗W → to a linear map V →W ⋆

given as v ↦ (w ↦ κ(v ⊗w)).
In category theory the notion of duality is classically captured intrinsically. Indeed,

a symmetric monoidal category (C,⊗, ) with tensor product ⊗ and tensor unit is
rigid, if for every x ∈ C there exists an object x⋆ ∈ C and morphisms ε ∶ x ⊗ x⋆ → ,
η ∶ → x⋆ ⊗ x, satisfying (1.2). This definition can be reformulated in a straightforward
way for the non-symmetric case. Over the time rigidity has proved to be robust and
appropriate for many situations. However, there exist situations in which it appears to
be too restrictive. We will now discuss one of them.

For example, let X /= ∅ be a non-empty set. The powerset P(X) induces a category
with subsets A ⊆X as objects and a morphism A→ B between objects A,B ⊆X, if A ⊆
B. This category can be equipped with a symmetric monoidal structure (P(X),∩,X)
with tensor product given by the intersection of sets ∩ and tensor unit X. For every
subset A ⊆ X there exists a candidate for a dual given by the complement Ac = X ∖
A. Taking the complement is contravariant as A ⊆ B if and only if Bc ⊆ Ac. The
monoidal category (P(X),∩,X) is closed with internal hom Hom∩(A,B) = Ac ∪B for
A,B ⊆ X. Taking the complement can be expressed in terms of the internal hom as
Ac = Hom∩(A,∅). Thus, as every subset equals its double dual,

A = (Ac)c = Hom∩(Hom∩(A,∅),∅). (1.5)

But (P(X),∩,X) can not be rigid, since there exists no coevaluation X → Ac ∩ A.
Indeed, X ⊆ Ac ∩ A = ∅ is false for every subset A ⊆ X. However, there do exist
morphisms V ⊗ V ⋆ → ∅ and ∅ → V ⋆ ⊗ V , related to evaluation and coevaluation by
substituting the monoidal unit X with its dual Xc = ∅. Similarly equation (1.5) is
related to equation (1.3). In fact, this foreshadows that we could have equally chosen
the category (P(X),∪,∅) induced by P(X) with tensor product given by union ∪ and
tensor unit ∅.

A notion capturing the duality of the previous example is given in the definition
of ⋆-autonomous categories. The original definition in [Bar79] was given for symmetric
monoidal categories, and in [Bar95] generalised to possibly non-symmetric monoidal
categories. Before we state the definition, note that in any closed symmetric category
(C,⊗, ) condition (1.1) assures for any x, k ∈ C the existence of natural isomorphisms
Hom(Hom(x, k),Hom(x, k)) ≅ Hom(Hom(x, k) ⊗ x, k) and Hom(x ⊗ Hom(x, k), k) ≅
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Hom(x,Hom(Hom(x, k), k)). Using the symmetry one can combine both and identify
the identity idHom(x,k) with an unique morphism

x→ Hom(Hom(x, k), k). (1.6)

Definition 1.0.1. A symmetric ⋆-autonomous category is given by a closed symmetric
monoidal category (C,⊗, ) with internal hom Hom(−,−), and an object k ∈ C, called
dualizing object, such that the induced morphisms (1.6) are isomorphisms

x ≅ Hom(Hom(x, k), k)

for all x ∈ k.

Every symmetric rigid category with duality (−)⋆ and monoidal unit is closed with
internal hom Hom(x, y) ∶= y ⊗ x⋆, and ⋆-autonomous with dualizing object k ∶= . In
particular, the rigid category of finite-dimensional -vector spaces is ⋆-autonomous with
dualizing object k ∶= . In that case the morphism (1.6) maps an element v ∈ V to
evv ∈ V ⋆⋆ with evv(v′) = v′(v) for v′ ∈ V ⋆. The monoidal category (P(X),∩,X) with
internal hom Hom∩(A,B) = Bc∖A is not rigid, but ⋆-autonomous with dualizing object
k ∶= ∅ = Xc. Since (Ac)c = A for any subset A ⊆ X, the morphism (1.6) is given by the
identity.

The concept of ⋆-autonomous categories finds application in a broad spectrum of
fields. For example, in [See87] it was shown that such categories provide models of
Girard’s linear logic, similar to the relation between cartesian closed categories and λ-
calculus [Lam80]. Linear logic can be used to model the logic of resource use. In [Gir87]
Girard states that “a completely new approach to the whole area between constructive
logics and computer science is initiated”. In [BD11] ⋆-autonomous categories are studied
under the name Grothendieck-Verdier categories. The main goal of this thesis is to
summarise the theory of ⋆-autonomous categories and give a variety of examples.

The outline of the remaining part of the thesis is as follows. In the preliminary Chapter
2 we recapitulate pertinent definitions and basic facts. Most of the material is covered in
the literature, for example in [EGNO15]. We will introduce the string diagram notation
for monoidal categories, give a definition of rigid categories and recall related notions
motivated by knot theory, such as braidings and twists.

In Chapter 3 we will introduce possibly non-symmetric ⋆-autonomous categories.
In particular, in Proposition 3.1.1 we will show the equivalence of multiple different
definitions of ⋆-autonomous categories. For example, one would like to generalise (1.4)
instead of (1.3) by defining a ⋆-autonomous category as a symmetric monoidal category
(C,⊗, ) together with an object k ∈ C, an equivalence (−)⋆ ∶ C → Copp(1), and natural
isomorphisms

HomC(x⊗ y, k) ≅ HomC(x, y⋆).

As a matter of fact, both definitions are equivalent, as we will see in Proposition 3.1.1.
Apart from that, we will emphasise the subtle differences between ⋆-autonomous

categories and rigid categories. For example, for every rigid category (C,⊗, ), the
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duality (−)⋆ ∶ (C,⊗, ) → (C,⊗, )opp(0,1) is monoidal, where the latter denotes the
category induced from (C,⊗, ) by reversing the morphisms and the tensor product. This
is not necessarily the case for every ⋆-autonomous category (however, by a non-trivial
proof the double dual is again necessary monoidal [BD11, Prop. 4.2.]) and motivates
the definition of a second tensor product ⊗′ on C by

x⊗′ y ∶= ⋆(y⋆ ⊗ x⋆) (1.7)

for x, y ∈ C and ⋆(−) ∶ Copp(1) → C the quasi-inverse of the duality functor (−)⋆ ∶ C →
Copp(1). In the case of the ⋆-autonomous category (P(X),∩,X) with tensor product
given by the intersection of subsets, the second tensor product corresponds, as one
might expect, to the union of subsets, ∪. Indeed, using the definition (3.14) and De
Morgan’s law one finds

(Bc ∩Ac)c = A ∪B,

for A,B ⊆ X. This indicates that ⋆-autonomous categories come in symmetric pairs of
monoidal categories related by a duality and natural isomorphisms; in this particular
example (P(X),∩,X) and (P(X),∪,∅) with (−)c. Emphasising this perspective, it
was shown in [CS92] that ⋆-autonomous categories correspond to linearly distributive
categories with duality. We introduce this notion in Definition 3.2.1 and discuss it in
detail in Section 3.2.

Aside from their broad range of applications, another interesting aspect of ⋆-auton-
omous categories is their relation to Frobenius algebras. A Frobenius algebra is a finite-
dimensional -algebra A equipped with a non-degenerate form σ ∶ A⊗A → such that
σ(ab ⊗ c) = σ(a ⊗ bc) for a, b, c ∈ A. They have been studied already in the early 20th
century [Nak39], [Nak41], [Nak39], [BN37], and in recent times the interest has been
renewed due to their connection to 2-dimensional quantum field theories [Abr96]. Frobe-
nius pseudomonoids generalise Frobenius algebras to bicategories. A special class of
Frobenius pseudomonoids are those of which multiplication and unit morphisms have
right adjoints, usually called †-Frobenius pseudmonoids. A profunctor C ↛ D is defined
to be a functor Dopp × C → Set. Due to a short remark of [Str04], ⋆-autonomous cat-
egories correspond to †-Frobenius pseudomonoids in the bicategory of profunctors. In
Theorem 3.3.2 and Theorem 3.3.3 we work out a complete proof of this statement.

Chapter 4 of this thesis is dedicated to a variety of examples. Based on an observation
in [FSS16], we discuss a ⋆-autonomous structure on the category of (left or right) exact
endofunctors of a finite linear category in Section 4.1. To this end we repeat the notion of
a generalised Nakayama functor and present a range of results related to end, respectively
coend, calculus. Our own main results of this section are Lemma 4.1.5 and Lemma 4.1.7.
In particular, we show that the second tensor product is again given by the composition
of endofunctors.

In Section 4.2 we generalise the classic duality theory known for graded vector spaces.
A finite-dimensional (f.d.) G-graded vector space V over some field for a finite group
G is given as a direct sum V =⊕g∈G Vg of f.d. -vector spaces indexed by G. The direct
sum of two f.d. G-graded vector spaces is defined component wise. Every f.d. G-graded
vector space is semisimple in the sense that it can be expressed as direct sum of simple
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f.d. G-graded vector spaces g defined by ( g)h ∶= δgh . It is natural to introduce the
graded dual space V ⋆ of a f.d. G-graded vector space V as

(V ⋆)g ∶= (Vg−1)⋆. (1.8)

Together with the tensor product V ⊗W ∶= ⊕g∈G,hk=g Vh ⊗Wk this defines the rigid
monoidal category G−vect of f.d. G-graded vector spaces. By an result of Eilenberg and
MacLane (cf. [EML50]), if G is abelian, the braided monoidal structures (i.e. associator,
braiding) of G−vect correspond to the set QF(G, ×) of quadratic forms on G with
values in ×. Our own main result Theorem 4.2.2 of this section gives a similar statement
for ribbon structures with respect to an arbitrary ⋆-autonomous structure on G−vect .
To this end we define the notion of weak quadratic forms in Definition 4.2.10 and show
that they can be uniquely decomposed into a product of a quadratic form and a character
on G in Theorem 4.2.1.

Finally, Section 4.3 concludes with an investigation of the duality structure of topo-
logical vector spaces based on work of Barr [Bar00]. The category chu consists of objects
(U,V, ⟨−,−⟩), with U,V vector spaces over some field and ⟨−,−⟩ ∶ U ⊗ V → a linear
pairing, together with appropriate morphisms. Barr showed that chu is ⋆-autonomous
with trivial duality

(U,V, ⟨−,−⟩)⋆ ∶= (V,U, ⟨−,−⟩ ○ τV,U),

where τV,U ∶ V ⊗U → U ⊗ V denotes the canonical braiding swapping arguments. Using
an equivalence between chu and the categories of weak, respectively Mackey topologized
vector spaces, TVSw and TVSm, one can induce a ⋆-autonomous structure on the latter
categories. In Lemma 4.3.8 we show that one of the tensor products possesses a similar,
but weaker universal property as the so called projective tensor product. This motivates
some generalisation of the original duality structure proposed by Barr.

To sum up, our own contribution to this thesis includes Lemma 3.3.1, Lemma 3.3.3 , the
proofs of Theorem 3.3.2 and Theorem 3.3.3, Lemma 4.1.5, Corollary 4.1.1, Lemma 4.1.7,
Lemma 4.2.3, Lemma 4.2.4, Lemma 4.2.5, Lemma 4.2.7, Lemma 4.2.8, Theorem 4.2.1,
Lemma 4.2.9, Corollary 4.2.4, Lemma 4.2.10, Lemma 4.2.11, Proposition 4.2.1, Theo-
rem 4.2.2, Lemma 4.3.3, Lemma 4.3.4, Lemma 4.3.5, Lemma 4.3.6, Lemma 4.3.8.
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Chapter 2

Classic duality theory

2.1 Monoidal categories

A monoid is a set M together with an associative product M ×M → M and an unit
element 1M . Category theory is deeply related to the notion of a monoid. For instance,
in every category C the endomorphism set HomC(x,x) of an arbitrary object x ∈ C forms
a monoid with the composition and identity morphism idx ∶ x → x. Conversely, every
monoid induces a category with one object. Apart from that, most of the categories
we will encounter in this thesis are themself monoidal – they come with an additional
structure, turning them into a categorified monoid. The definition of a monoidal category
goes back to the work of Mac Lane, cf. [ML63], [ML98].

Definition 2.1.1 (Monoidal category). A monoidal category (C,⊗, ) ∶= (C,⊗, ,α,λ,))
is given by a category C, a bifunctor ⊗ ∶ C × C → C called the tensor product, an unit
object ∈ C and three natural isomorphisms subject to a pentagon and a triangle axiom
(cf. [EGNO15]): the associator α ∶ ⊗ ○ (⊗ × idC) ⇒ ⊗ ○ (idC × ⊗), the left unitor λ ∶
⊗ ○ ( × idC) ⇒ idC , and the right unitor ) ∶ ⊗ ○ (idC × ) ⇒ idC . A monoidal category
(C,⊗, ,α,λ,)) is strict, if α,λ and ) are identities.

The associator guarantees that any two tensor products of finitely many objects
are isomorphic. The pentagon axiom guarantees that there exists precisely one such
isomorphism. The latter result is known as Mac Lane’s coherence theorem.

Definition 2.1.2 (Monoidal functor). Let (C,⊗C , C) and (D,⊗D, D) be monoidal
categories. A (lax ) monoidal functor (F,Φ,φ) ∶ (C,⊗C , C) → (D,⊗D, D) is given by a
functor F ∶ C → D, a natural transformation Φ ∶ ⊗D ○(F ⊗C F )⇒ F ○⊗C and a morphism
φ ∶ D → F ( C) subject to three commutativity constraints (cf. [EGNO15]). A monoidal
functor (F,Φ,φ) is strong, if Φ and φ are invertible; it is a strict, if Φ and φ are identities.

Examples of monoidal categories include the category Set with the cartesian product
of sets, the category Vect of arbitrary dimensional -vector spaces with the usual tensor
product, the category End(C) ∶= Fun(C,C) of endofunctors on some category C with

11



12 CHAPTER 2. CLASSIC DUALITY THEORY

the composition of functors, and the representation category A−Rep of some arbitrary
dimensional -bialgebra A.

For any category C there exists a dual category Copp(1) which equals C but has reversed
morphisms. For every functor C → D the dual functor F opp(1) ∶ Copp(1) → Dopp(1) is
defined as F opp(1)(x) ∶= F (x) and F opp(1)(f ∶ x → y) ∶= (F (f) ∶ F (x) → F (y)). Not to
be confused with the dual category is the next definition.

Definition 2.1.3 (Opposite category). Let C = (C,⊗, ,α,λ,)) be a monoidal category
and τ ∶ C×C → C×C the functor swapping the two arguments. Then the opposite category
Copp(0) is the monoidal category Copp(0) ∶= (C,⊗ ○ τ, , (α−1Z,Y,X)X,Y,Z∈C ,),λ).

In particular, we will abbreviate Copp(0,1) for the monoidal category (Copp(0))opp(1) =
(Copp(1))opp(0).

Mac Lane’s strictness theorem [ML13] guarantees that every monoidal category is
monoidally equivalent to a strict monoidal category. If not otherwise stated we will thus
assume that we are working in a strict monoidal category.

In particular, we will use the graphical calculus of string diagrams for strict monoidal
categories as introduced by Street, Joyal et al. (e.g. [JS91], [And]). Diagrams are read
from bottom to top. Objects correspond to strings, and morphisms correspond to points.
The composition of morphism is given by vertically joining strings. Multiple strings or
multiple objects in horizontal juxtaposition with each other should be understood as the
tensor product of each other. The tensor unit is usually omitted. Possible graphical
representations of morphisms in some strict monoidal category (C,⊗, ) are for example

∶ x→ y, ∶ x⊗ y → z, ∶ → x.

For the purpose of graphical calculus a particular identity proves to be very useful.
The interchanger law for morphisms f ∶ a → b, f ′ ∶ b → c and g ∶ x → y, g′ ∶ y → z
states that (f ′ ○ f) ⊗ (g′ ○ g) = (f ′ ⊗ g′) ○ (f ⊗ g). In particular, after substituting with
appropriate identities, one obtains

(idb ⊗ g) ○ (f ⊗ idc) = f ⊗ g = (f ⊗ idd) ○ (ida ⊗ g),

which corresponds in the graphical representation to the identity

=
.

(2.1)

2.2 Rigid monoidal categories

A -vector space V and its linear dual V ⋆ ∶= Hom(V, ) enjoy some remarkable relations.
For this section the following observations are central. First, there exists a map ε ∶
V ⊗V ⋆ → defined by ε(v⊗v′) ∶= v′(v). Secondly, if V is finite-dimensional, there exists
a map η ∶ → V ⋆ ⊗ V defined by η(1) ∶= ∑i v

′
i ⊗ vi for a finite basis (vi)i∈I of V and
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corresponding dual basis (v′i)i∈I of V ⋆ with v′i(vj) ∶= δij . One can show that the definition
of η does not depend on the chosen basis (vi)i∈I . Thirdly, if V is finite-dimensional, both
maps satisfy the relations

(V ≅ V ⊗ id⊗η→ V ⊗ (V ⋆ ⊗ V ) ≅ (V ⊗ V ⋆)⊗ V
ε⊗id→ ⊗ V ≅ V ) = idV ,

(V ⋆ ≅ ⊗ V ⋆
η⊗id→ (V ⋆ ⊗ V )⊗ V ⋆ ≅ V ⋆ ⊗ (V ⊗ V ⋆) id⊗ε→ V ⋆ ⊗ ≅ V ⋆) = idV ⋆

(2.2)

and a symmetric variant of it. The next definition captures the previous observations in
categorical terms.

Definition 2.2.1 (Rigid category). Let (C,⊗, ,α,λ,)) be a monoidal category. A left
dual to x ∈ C is an object ⋆x ∈ C with morphisms εx ∶ ⋆x ⊗ x → and ηx ∶ → x ⊗ ⋆x,
called (left) evaluation and (left) coevaluation respectively, satisfying so called zig-zag
(or snake) identities

)x ○ (idx ⊗ εx) ○ αx,⋆x,x ○ (ηx ⊗ idx) ○ λ−1x = idx, (2.3)

λ⋆x ○ (εx ⊗ id⋆x) ○ α−1⋆x,x,⋆x ○ (id⋆x ⊗ ηx) ○ )−1⋆x = id⋆x. (2.4)

A right dual to x ∈ C is an object x⋆ ∈ C with a (right) evaluation ε̃x ∶ x⊗ x⋆ → and a
(right) coevaluation η̃x ∶ → x⋆ ⊗ x, satisfying analogous zig-zag identities. If for every
object x ∈ C there exist left and right duals ⋆x, x⋆, we call (C,⊗, ) rigid with dualities
(−)⋆ and ⋆(−).

In the graphical calculus for strict monoidal categories left evaluation and left co-
evaluation are usually denoted as follows:

εx ≡ ∶ ⋆x⊗ x→ , ηx ≡ ∶ → x⊗ ⋆x.

To distinguish, we represent the object x ∈ C in blue, and its left dual ⋆x ∈ C in red. The
snake identities (2.3), (2.4) then can be formulated as

= and =
.

(2.5)

Analogously one can represent the right evaluation, the right coevaluation and the
corresponding snake identities.

By construction the category vect of finite-dimensional vector spaces is rigid. An-
other, non-trivial example is given by the representation category H−Repf.d. of finite-
dimensional modules over some finite-dimensional -Hopf algebra H with antipode
S ∶ H → H and skew-antipode T ∶ H → H. In that case the left and right dual of
some H-module V is given by the vector space V ⋆ with respective actions

(h.v′)(v) ∶= v′(S(h).v) and (h.v′)(v) ∶= v′(T (h).v))

for v′ ∈ V ⋆, v ∈ V,h ∈ H. In particular, the representation category [G]−Repf.d. of
the group algebra [G] of some finite group G is rigid. Other examples include the
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cobordism categories Cob(n), the category of profunctors Prof, and the category G−vect
of G-graded finite-dimensional vectorspaces, if G is a group.

One can extend the notion of duality from objects to morphisms in the following
way. For a morphism f ∶ x → y in a rigid category (C,⊗, ,α,λ,)) with left evaluation
εy ∶ ⋆y ⊗ y → and left coevaluation ηx ∶ → x ⊗ ⋆x, define a left dual morphism
⋆f ∶ ⋆y → ⋆x as

⋆f ∶= λ⋆x ○ (εy ⊗ id⋆x) ○ α−1⋆y,y,⋆x ○ (id⋆y ⊗ (f ⊗ id⋆x)) ○ (id⋆y ⊗ ηx) ○ )−1⋆y ,

and analogously a right dual morphism f⋆ ∶ y⋆ → x⋆. This construction is functorial,
contravariant and invertible up to isomorphism, as the following result (cf. [EGNO15,
Sec. 2.10.]) shows.

Lemma 2.2.1. Let (C,⊗, ) be a rigid category. The duality (−)⋆ can be equipped with
the structure of a monoidal equivalence

(−)⋆ ∶ (C,⊗, )→ (C,⊗, )opp(0,1)

with quasi-inverse ⋆(−).

2.3 Internal hom

Definition 2.3.1 (Module category). Let (C,⊗, ) be a monoidal category and M an
arbitrary category. An action of C on M is a strong monoidal functor F ∶ (C,⊗, ) →
(End(M), ○, idM). If such an action exists, we call CM ∶= (M, F ) a (left)module category
over C.

Giving an action of (C,⊗, ) onM is equivalent to giving a functor ⊳∶ C×M→M and
natural isomorphisms (αx,y,m ∶ (x ⊗ y) ⊳ m ≅ x ⊳ (y ⊳ m))x,y∈C,m∈M and (λm ∶ ⊳ m ≅
m)m∈M, such that one pentagon and one triangle diagram commute, cf. [EGNO15, Prop.
7.1.3].

Definition 2.3.2 (Internal hom). Let (C,⊗, ) be monoidal category and let CM be a
left C-module category. An internal hom ofM in C is a functor

Hom(−,−) ∶Mopp ×M→ C

such that for every m ∈M the functor Hom(m,−) ∶M→ C is right adjoint to the functor
− ⊳m ∶ C →M, i.e. there are natural isomorphisms

HomM(x ⊳m,n) ≅ HomC(x,Hom(m,n))

for all x ∈ C and m,n ∈M.

Definition 2.3.3 (Closed category). Let (C,⊗, ) be a monoidal category. We call
(C,⊗, ) left closed, if there exists an internal hom Homl(−,−) for C as left C-module
category by tensoring from the left. We call (C,⊗, ) right closed, if there exists an
internal hom Homr(−,−) for C as left Copp(0)-module category by tensoring from the
right. A monoidal category that is both left and right closed is called biclosed.
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In other words, a monoidal category (C,⊗, ) is left closed with internal hom Homl(−,−),
if there exist natural isomorphisms

HomC(x⊗ y, z) ≅ HomC(x,Homl(y, z)), (2.6)

for all x, y, z ∈ C, and it is right closed with internal hom Homr(−,−), if there exist
natural isomorphisms

HomC(x⊗ y, z) ≅ HomC(y,Homr(x, z)) (2.7)

for all x, y, z ∈ C.
The Yoneda Lemma implies that left, respectively right, internal homs are unique up

to unique natural isomorphism. In particular, if a biclosed category (C,⊗, ,Homl,Homr)
is symmetric, the Yoneda Lemma implies that left and right internal hom are isomor-
phic, Homl ≅ Homr. For this reason a symmetric biclosed category is sometimes simply
called closed.

The following result (cf. [EGNO15, Prop. 2.10.8] shows that every rigid category is
biclosed and vice versa.

Lemma 2.3.1. Let (C,⊗, ) be a rigid category with duality (−)⋆ and quasi-inverse ⋆(−).
Then (C,⊗, ) is biclosed by defining

Homl(x, y) ∶= y ⊗ ⋆x and Homr(x, y) ∶= x⋆ ⊗ y (2.8)

on x, y ∈ C. Conversely, every biclosed category (C,⊗, ) with internal homs Homl(−,−)
and Homr(−,−) is rigid by defining

⋆x ∶= Homl(x, ) and x⋆ ∶= Homr(x, ). (2.9)

In fact, by uniqueness, in every rigid biclosed category duality and internal hom are
related by (2.8), (2.9) up to natural isomorphism.

In the rigid biclosed symmetric monoidal category (vect ,⊗, ) there exist isomor-
phisms V ≅ V ⋆⋆ = Hom(Hom(V, ), ) and Hom(V ⊗W, ) ≅ Hom(V,W ⋆) ≅ Hom(W,V ⋆).
Lemma 2.3.1 yields, in particular, non-symmetric generalisations of those isomorphisms
for arbitrary rigid categories. In fact, in any rigid biclosed category (C,⊗, , (−)⋆, ⋆(−))
with internal homs Homl(−,−) and Homr(−,−) we find isomorphisms

Homr(Homl(x, ), ) = (⋆x)⋆ ≅ x ≅ ⋆(x⋆) = Homl(Homr(x, ), ),

HomC(x, ⋆y) ≅ HomC(x⊗ y, ) ≅ HomC(y, x⋆).

2.4 Ribbon monoidal categories

Similarly to how a monoidal category categorifies the notion of a monoid, the following
definition categorifies the notion of a commutative monoid. Following the philosophy
of category theory, the property x ⊗ y = y ⊗ x is replaced by a structure, namely an
isomorphism x⊗ y ≅ y ⊗ x.
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Definition 2.4.1 (Braided category). A braiding on a monoidal category (C,⊗, ) is a
natural isomorphism

γx,y ∶ x⊗ y → y ⊗ x

such that two hexagonal diagrams commute (cf. [EGNO15, Sec. 8.1]). A braided
monoidal category is a pair consisting of a monoidal category and a braiding.

For any braiding γ the reverse braiding γ′ is defined by γ′x,y ∶= γ−1y,x. One can check
that γ′ is indeed a braiding, i.e. satisfies the two hexagonal diagrams. Braiding and
reverse braiding are commonly pictured as

γx,y ≡ , γ′x,y ≡ .

The equality γ′y,x ○γx,y = idx⊗y then corresponds to the topological reasonable statement

=
.

(2.10)

Definition 2.4.2 (Symmetric category). A braided monoidal category (C,⊗, ,γ) is
called symmetric, if

γy,x ○ γx,y = idx⊗y (2.11)

for all x, y ∈ C.

Examples of symmetric braided monoidal categories include Set, Vect , A−Rep for
A some arbitrary-dimensional -bialgebra A, and the category G−Vect of G-graded
arbitrary-dimensional vector spaces for an abelian group G. In all cases the braiding is
given by the transposition of factors.

Note that (2.11) corresponds to the non-trivial (in contrast to (2.10)) topological
condition

=
.

Definition 2.4.3 (Ribbon category). A twist on a braided rigid monoidal category
(C,⊗, ,γ, (−)⋆) is a natural automorphism θ ∶ idC ⇒ idC such that

θx⊗y = (θx ⊗ θy) ○ γy,x ○ γx,y

for all x, y ∈ C. A twist is called ribbon structure, if

(θx)⋆ = θx⋆

for all x ∈ C. A ribbon category is a braided rigid monoidal category equipped with a
ribbon structure.



Chapter 3

Generalised duality theory

In this Chapter we will introduce the main subject of this thesis, ⋆-autonomous cate-
gories.

3.1 ⋆-autonomous categories

Let (C,⊗, ) be a biclosed monoidal category with internal homs Homl and Homr. Ab-
breviating C⟨−,−⟩ ∶= HomC(−,−), for any object x, k ∈ C there exist natural isomorphisms

C⟨Homl(x, k),Homl(x, k)⟩ ≅ C⟨Homl(x, k)⊗ x, k⟩ ≅ C⟨x,Homr(Homl(x, k), k)⟩,

C⟨Homr(x, k),Homr(x, k)⟩ ≅ C⟨x⊗Homr(x, k), k⟩ ≅ C⟨x,Homl(Homr(x, k), k)⟩.

This implies, in particular, that we can identify idHoml(x,k) and idHomr(x,k) with unique
morphisms

x→ Homr(Homl(x, k), k) and x→ Homl(Homr(x, k), k). (3.1)

Definition 3.1.1 (Dualizing object). Let (C,⊗, ) be a biclosed monoidal category with
internal homs Homl and Homr. We call an object k ∈ C dualizing object, if the induced
morphisms (3.1) are isomorphisms for all x ∈ C.

In the following Proposition, and its proof, we summarise results found in [Bar79],
[Bar95] and [BD11]. For clarity we will use the letter D instead of the symbol ⋆ for the
duality functor.

Proposition 3.1.1. Let (C,⊗, ) be a monoidal category. The following are equivalent:

1. There exist left and right internal homs on C and a dualizing object k ∈ C.

2. There exists an equivalence D ∶ C → Copp(1) and natural isomorphisms

HomC(x⊗ y,Dopp(1)(z)) ≅ HomC(x,Dopp(1)(y ⊗ z)). (3.2)

17
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3. There exists an equivalence D ∶ C → Copp(1), an object k ∈ C, and natural isomor-
phisms

HomC(x⊗ y, k) ≅ HomC(x,Dopp(1)(y)). (3.3)

4. There exists an equivalence D ∶ C → Copp(1), an object k ∈ C, and natural isomor-
phisms

HomC(x⊗ y, k) ≅ HomC(y,D−1(x)). (3.4)

Proof. (1) ⇒ (2): Define D ∶= Homl(−, k)opp(1) ∶ C → Copp(1) and D−1 ∶= Homr(−, k) ∶
Copp(1) → C. The isomorphisms (3.1) witness that D is indeed an equivalence with
quasi-inverse D−1. Moreover, using the associator, we find

HomC(x⊗ y,Dopp(1)(z)) = HomC(x⊗ y,Homl(z, k)) ≅ HomC(x⊗ y ⊗ z, k)
≅ HomC(x,Homl(y ⊗ z, k)) = HomC(x,Dopp(1)(y ⊗ z)).

(2)⇒ (1): The calculations

C⟨x⊗ y, z⟩ ≅ C⟨x⊗ y,Dopp(1)(D−1(z))⟩
(3.2)
≅ C⟨x,Dopp(1)(y ⊗D−1(z))⟩,

C⟨x⊗ y, z⟩
Dopp(1)

≅ C⟨Dopp(1)(z),Dopp(1)(x⊗ y)⟩
(3.2)
≅ C⟨ ,Dopp(1)(Dopp(1)(z)⊗ x⊗ y)⟩

(3.2)
≅ C⟨Dopp(1)(z)⊗ x,Dopp(1)(y)⟩

D−1

≅ C⟨y,D−1(Dopp(1)(z ⊗ x)⟩

show that Homl(x, y) ∶= Dopp(1)(x⊗D−1(y)) and Homr(x, y) ∶= D−1(Dopp(1)(y)⊗ x)
define left and right inner homs. Moreover, the Yoneda Lemma and

C⟨x,Dopp(1)( )⟩
(3.2)
≅ C⟨ ,Dopp(1)(x⊗ )⟩

D−1

≅ C⟨x,D−1( )⟩ (3.5)

show that Dopp(1)( ) ≅D−1( ) =∶ k. Since D and D−1 are quasi-inverse, and

Homl(x, k) =Dopp(1)(x⊗D−1(k)) ≅Dopp(1)(x⊗D−1(Dopp(1)( ))) ≅Dopp(1)(x),

Homr(x, k) =D−1(Dopp(1)(D−1( ))⊗ x) ≅D−1(x),

it follows that k is dualizing.

(2)⇒ (3): Define k ∶=Dopp(1)( )
(3.5)
≅ D−1( ). Then

C⟨x⊗ y, k⟩ ≅ C⟨x⊗ y,Dopp(1)( )⟩
(3.2)
≅ C⟨x,Dopp(1)(y ⊗ )⟩ ≅ C⟨x,Dopp(1)(y)⟩.

(3)⇒ (2): Using the associator, one shows that

C⟨x⊗ y,Dopp(1)(z)⟩
(3.3)
≅ C⟨(x⊗ y)⊗ z, k⟩ ≅ ⟨x⊗ (y ⊗ z), k⟩

(3.3)
≅ C⟨x,Dopp(1)(y ⊗ z)⟩.

(3)⇔ (4): This follows immediately from applying D and D−1, respectively.
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Definition 3.1.2 (⋆-autonomous category). A monoidal category with one of the struc-
tures of Proposition 3.1.1 is called ⋆-autonomous. In particular, a monoidal category with
a structure as in (3) or (4), is also called Grothendieck-Verdier category (cf. [BD11]).

Every rigid monoidal category is biclosed by Lemma 2.3.1 and ⋆-autonomous with
dualizing object given by the monoidal unit. For this reason, ⋆-autonomous categories
with dualizing object given by the monoidal unit are called r-categories in [BD11]. It
follows that every rigid category is an r-category. However, the converse is false (cf.
[BD11, Example 0.9]).

In [BD11, Prop. 1.3] it is shown that a dualizing object is unique only up to tensoring
with invertible objects, i.e. if k ∈ C is a dualizing object and x ∈ C is an invertible object,
then x⊗ k and k ⊗ x are also dualizing objects.

As far as we understand, at the present the literature does not include any commonly
accepted notion of morphisms of ⋆-autonomous categories. In fact, it would be appro-
priate to introduce several notions of morphisms, namely for all structures introduced
in Proposition 3.1.1, and then extend Proposition 3.1.1 to an equivalence of categories.

For example, a candidate for a morphism between two ⋆-autonomous categories
(C,⊗C , C , kC ,DC ,D−1C ) and (D,⊗D, D, kD,DD,D−1D ) in the sense of 3. of
Proposition 3.1.1, could be a lax monoidal functor

(F,Φ,φ) ∶ (C,⊗C , C)→ (D,⊗D, D) (3.6)

together with a morphism
kF ∶ F (kC)→ kD. (3.7)

and a lax natural transformation

F (Dopp(1)
C (x))→D

opp(1)
D (F (x)), (3.8)

such that the following coherence diagram commutes

C⟨x⊗ y, kC⟩ C⟨x,Dopp(1)
C (y)⟩

D⟨F (x⊗ y), F (kC)⟩ D⟨F (x), F (Dopp(1)
C (y))⟩

D⟨F (x)⊗ F (y), kD⟩ D⟨F (x),Dopp(1)
D (F (y))⟩.

F

(3.3)

F

Φ,kF (3.8)

(3.3)

(3.9)

In fact, as a special case of [Mel16, Remark, p.27] shows, a lax natural transformation
(3.8) can be deduced from the data (3.6), (3.7) in the following way. First, for any element
x ∈ C we can identify the identity morphism idDopp(1)(x) via the natural isomorphism (3.3)
of C with an unique morphism

D
opp(1)
C (x)⊗C x→ kC . (3.10)
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Thus we can construct a morphism

F (Dopp(1)
C (x))⊗D F (x) Φ→ F (Dopp(1)

C (x)⊗C x)
(3.10)
→ F (kC)

(3.7)
→ kD,

and identify it via the natural isomorphism (3.3) of D with an unique morphism

F (Dopp(1)
C (x))→D

opp(1)
D (F (x)).

One checks that this construction provides a natural transformation which satisfies (3.9).
In view of the previous remarks we give the following definition.

Definition 3.1.3. A (lax ) ⋆-autonomous functor between ⋆-autonomous categories
(C,⊗C , C , kC) and (D,⊗D, D, kD) is given by a lax monoidal functor

F ∶ (C,⊗C , C)→ (D,⊗D, D) (3.11)

together with a morphism
kF ∶ F (kC)→ kD. (3.12)

We now turn to a different aspect. As a generalisation of Definition 2.4.1 and Defi-
nition 2.4.3 we adopt the following definitions from [BD11].

Definition 3.1.4. A ⋆-autonomous category is braided, if its underlying monoidal struc-
ture is equipped with a braiding. Similarly, a twist on a braided ⋆-autonomous category
is a twist on the underlying braided monoidal structure. A (weak) ribbon structure of a
braided ⋆-autonomous category C with duality D is a twist θ, such that

D(θx) = θD(x)

for all x ∈ C.

We will encounter weak ribbon structures of ⋆-autonomous categories again in Defi-
nition 4.2.13.

3.2 Linearly distributive categories

One of the important differences between ⋆-autonomous categories and rigid categories
lies in the monoidal structure of the duality functor (−)⋆. In Lemma 2.2.1 we have seen
that for every rigid category (C,⊗, ) the induced duality (−)⋆ ∶ C → Copp(1) can be
equipped with the structure of a monoidal equivalence

(−)⋆ ∶ (C,⊗, )→ (C,⊗, )opp(0,1). (3.13)

This is not necessarily the case for every ⋆-autonomous category (C,⊗, , (−)⋆) (however,
by a non-trivial proof the double dual is again necessary monoidal in the above sense
[BD11, Prop. 4.2.]) and motivates the definition of a second tensor product ⊗′ on C by

x⊗′ y ∶= ⋆(y⋆ ⊗ x⋆) (3.14)
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for x, y ∈ C, and ⋆(−) ∶ Copp(1) → C the quasi-inverse of the duality (−)⋆ ∶ C → Copp(1).
For example, let X be a set and let (P(X),∩,X, (−)c) be the ⋆-autonomous category

we defined in the introduction – the category with tensor product given by the inter-
section of sets ∩, tensor unit X, and self-inverse duality (−)c given by the set theoretic
complement. The second tensor product on P(X) induced by (−)c is given on A,B ⊆X
as (Ac ∩Bc)c = A ∪B, using De Morgan’s laws. In other words, in contrast to (3.13),
the duality (−)c induces a monoidal equivalence

(−)c ∶ (P(X),∩,X)→ (P(X),∪,∅)opp(0,1).

Surprisingly, to characterise ⋆-autonomous categories it is sufficient to focus on the
relations between the tensor products ⊗,⊗′ and the duality (−)⋆. To this end, we
introduce the following definitions. However, note that historically the notion of linearly
distributive categories, originally called weakly distributive categories, was defined by
Cockett and Seely in [CS97], and only later related to ⋆-autonomous categories.

Definition 3.2.1 (Linearly distributive category). A linearly distributive category is a
category C with two monoidal structures (⊗1, 1,α1,λ1,)1), (⊗2, 2,α2,λ2,)2) and, not
necessarily invertible, natural transformations

(δL)x,y,z ∶ x⊗1 (y ⊗2 z)→ (x⊗1 y)⊗2 z,
(δR)x,y,z ∶ (x⊗2 y)⊗1 z → x⊗2 (y ⊗1 z),

called distributors, subject to the six pentagon and four triangle constraints, describing
how the distributors interact with the associators (cf. e.g. [Mel09], [CS97]). A linearly
distributive category is symmetric, if both monoidal structures are symmetric.

If the distributors are invertible it is possible to define a second linearly distributive
structure by reversing the order of the monoidal structures and defining δ′L ∶= (δR)−1,
respectively δ′R ∶= (δL)−1.

Every monoidal category (C,⊗, ,α,λ,)) induces a linearly distributive category by
choosing both monoidal structures equally as (⊗, ,α,λ,)) and the distributors as δL =
α−1, respectively δR = α. Note that in that case the above construction does not yield a
new linearly distributive category.

Definition 3.2.2 (Linearly distributive category with duality). Let C be a linearly
distributive category C with monoidal structures (⊗1, 1,α1,λ1,)1), (⊗2, 2,α2,λ2,)2).
A linear left dual to x ∈ C is an object ⋆x ∈ C with morphisms εx ∶ ⋆x ⊗1 x → 2 and
ηx ∶ 1 → x⊗2 ⋆x, called (left) evaluation and (left) coevaluation respectively, satisfying
the so called zig-zag (or snake) identities

)2 ○ (idx ⊗2 εx) ○ δR ○ (ηx ⊗1 idx) ○ λ−11 = idx, (3.15)

λ2 ○ (εx ⊗2 id⋆x) ○ δL ○ (id⋆x ⊗1 ηx) ○ )−11 = id⋆x. (3.16)

A right linear dual to x ∈ C is an object x⋆ ∈ C with a (right) evaluation ε̃x ∶ x⊗1 x⋆ → 2

and a (right) coevaluation η̃x ∶ 1 → x⋆ ⊗2 x, satisfying analogous zig-zag identities. If
for every object x ∈ C there exist left and right linear duals ⋆x, x⋆, we say C comes with
duality.
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Note that due to examples in logic, Cockett and Seely originally used the term
negation instead of duality. Moreover, sometimes one speaks of a linear adjunction and
writes x ⊣ y, if y is a right dual of x, and x a left dual of y, respectively.

One can extend the notion of duality in a linearly distributive category from objects
to morphisms in the following way. For a morphism f ∶ x → y, left evaluation εy ∶
⋆y ⊗1 y → 2 and left coevaluation ηx ∶ 1 → x ⊗2 ⋆x, define a left dual morphism
⋆f ∶ ⋆y → ⋆x as

⋆f ∶= λ2 ○ (εy ⊗2 id⋆x) ○ δL ○ (id⋆y ⊗1 (f ⊗2 id⋆x)) ○ (id⋆y ⊗1 ηx) ○ )−11
= λ2 ○ (εy ⊗2 id⋆x) ○ ((id⋆y ⊗1 f)⊗2 id⋆x) ○ δL ○ (id⋆y ⊗1 ηx) ○ )−11 ,

using the naturality of δL. Analogously one can define a right dual morphism f⋆ ∶
y⋆ → x⋆. This construction is functorial, contravariant and invertible up to natural
isomorphism, as the following result (cf. [Mel17, Prop. 9]) shows.

Lemma 3.2.1. Let C be a linearly distributive category with duality (−)⋆ and monoidal
structures (⊗1, 1,α1,λ1,)1),(⊗2, 2,α2,λ2,)2). The duality (−)⋆ can be equipped with
the structure of a monoidal equivalence

(−)⋆ ∶ (C,⊗1, 1)→ (C,⊗2, 2)opp(0,1)

with quasi-inverse ⋆(−).

In the same way as every monoidal category induces a linearly distributive cate-
gory, a rigid monoidal category induces a linearly distributive category with duality, and
Lemma 3.2.1 can be seen as the appropriate generalisation of Lemma 2.2.1. The converse
is not true, as, for example, the category (P(X),∩,X, (−)c) witnesses, once again.

In Lemma 2.3.1 we’ve seen that every rigid category can be equipped with the struc-
ture of a biclosed category. The following result (cf. [Mel09, Prop 4.10.4, Prop. 4.10.5])
gives a similar construction for linearly distributive categories with duality.

Lemma 3.2.2. Let C be a linearly distributive category with duality (−)⋆, quasi-inverse
⋆(−), and monoidal structures (⊗1, 1,α1,λ1,)1),(⊗2, 2,α2,λ2,)2). Then (C,⊗1, 1) is
biclosed by defining

Homl(x, y) ∶= y ⊗2 ⋆x and Homr(x, y) ∶= x⋆ ⊗2 y

Corollary 3.2.1. Let C be a linearly distributive category with monoidal structures
(⊗1, 1,α1,λ1,)1),(⊗2, 2,α2,λ2,)2). Let x, y ∈ C be objects with duals. Then there
exist natural isomorphisms

C⟨x⊗1 y, 2⟩ ≅ C⟨y, x⋆⟩ ≅ C⟨x, ⋆y⟩,

C⟨ 1, y ⊗2 x⟩ ≅ C⟨x⋆, y⟩ ≅ C⟨⋆y, x⟩.

Moreover, any pair of forms x ⊗1 y → 2 and 1 → y ⊗2 x provides a linear adjunction
x ⊣ y if and only if the associated morphisms y → x⋆ and x⋆ → y are mutually inverse.
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Apart of that, Lemma 3.2.2 implies, in particular, that Homl(x, 2) ≅ ⋆x and
Homr(x, 2) ≅ x⋆ for all x ∈ C. Thus, since Lemma 3.2.1 shows that (−)⋆ and ⋆(−)
are quasi-inverse to each other, we find

Homl(Homr(x, 2), 2) ≅ x ≅ Homr(Homl(x, 2), 2).

One can show that both isomorphism equal those morphisms obtained via (3.1). Hence,
it follows that 2 is a dualizing object for the biclosed monoidal category (C,⊗1, 1), i.e.
C is ⋆-autonomous.

A result of Seely and Cockett (cf. [CS97, Theorem 4.5]) shows that in the symmetric
case the contrary is also true: a symmetric ⋆-autonomous category induces a symmet-
ric linearly distributive category with duality. The original statement states that “the
notions of symmetric weakly distributive categories with negation and (symmetric) ⋆-
autonomous categories coincide”. However, as far as we understand, the proof does
merely give an existence statement, and does not use any notion of isomorphism. Thus,
we give the following variant.

Proposition 3.2.1. Every symmetric linearly distributive category with duality induces
a symmetric ⋆-autonomous category and vice versa.

In fact, the statement can be generalised to a non-symmetric version. If (C,⊗1, )
is a non-symmetric ⋆-autonomous category with dualities (−)⋆, ⋆(−), dualizing object
k and internal homs Homl,Homr, define a second tensor product ⊗2 on C as in (3.14),
i.e. on x, y ∈ C let

x⊗2 y ∶= ⋆(y⋆ ⊗ x⋆).

Since internal homs internalise themself, we can identify

x⊗2 y = ⋆(y⋆ ⊗ x⋆) ≅ Homr(Homl(y, k)⊗Homl(x, k), k)
≅ Homr(Homl(x, k),Homr(Homl(y, k), k)) ≅ Homr(Homl(x, k), y)
≅ Homr(x⋆, y).

(3.17)

Then one can deduce, for example, a left distributor δLx,y,z ∶ x⊗1 (y⊗2 z)→ (x⊗1 y)⊗2 z
for a linearly distributive category C with tensor products ⊗1,⊗2 via

.

(x⊗1 y)⋆ → (x⊗1 y)⋆
(3.2)

(x⊗1 y)⋆ ⊗1 x→ y⋆

Homr(y⋆, z)→ Homr(y⋆, z)
(2.7)

y⋆ ⊗1 Homr(y⋆, z)→ z
(2.6)

y⋆ → Homl(Homr(y⋆, z), z)○
(x⊗1 y)⋆ ⊗1 x→ Homl(Homr(y⋆, z), z)

(2.6)
(x⊗1 y)⋆ ⊗1 x⊗1 Homr(y⋆, z)→ z

(2.7)
x⊗1 Homr(y⋆, z)→ Homr((x⊗1 y)⋆, z)

(3.17)
x⊗1 (y ⊗2 z)→ (x⊗1 y)⊗2 z
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3.3 †-Frobenius pseudomonoids

The main goal of this section is to relate ⋆-autonomous categories to †-Frobenius pseu-
domonoids in the bicategory of profunctors.

A Frobenius algebra is a finite-dimensional -algebra A equipped with a non-degener-
ate Frobenius form σ ∶ A ⊗A → such that σ(ab ⊗ c) = σ(a ⊗ bc) for a, b, c ∈ A. They
have been studied already in the early 20th century (cf. [Nak39], [Nak41], [BN37]) and
in recent times the interest has been revived due to their connection to 2-dimensional
quantum field theories (cf. [Abr96]).

Examples of Frobenius algebras include the -algebra Matn( ) of n × n-matrices
with entries in some field and the trace; the group algebra [G] of a finite group G
with Frobenius form given by the coefficient of the unit element 1G in the product of
two arguments; and, by a result of Larson and Sweedler, every finite-dimensional Hopf
algebra (cf. [LS69]).

Our next goal is to adapt existing definitions of Frobenius algebras in monoidal
categories (cf. [FS09]) to monoidal bicategories and prove the equivalence of them. The
main approach is to replace properties, i.e. relations between 1-morphisms, by structures,
i.e. 2-morphisms. We begin with an adaption of of rigidity (cf. Definition 2.2.1) to
monoidal bicategories.

Definition 3.3.1 (Biexact pairing). Let (C,⊗, ) be a strict monoidal bicategory. A

biexact pairing x ⊣ y, between objects x, y ∈ C is given by a 1-morphism ε1 ≡ ∶
x⊗ y → , a 1-morphism η1 ≡ ∶ → y ⊗ x, as well as invertible 2-morphisms

ε2 ∶ ≅ and η2 ∶ ≅ . (3.18)

If there exists a biexact pairing x ⊣ y, we call x left dual of y, and y right dual of x.

Note that in [Mel13, Def. 8, Def. 13], in addition to our definition, the 2-morphisms
are also subject to some constraints.

In the following Lemma we show the uniqueness of right duals in monoidal bicate-
gories. We postpone the proof to the Appendix. The statement can be restated for the
uniqueness of left duals.

Lemma 3.3.1. Let (C,⊗, ) be a strict monoidal bicategory and A,B,B′ ∈ C. Assume
A ⊣ B and A ⊣ B′ witnessed by ε1, η1 and ε′1, η

′
1. Then there exist 1-morphisms α ∶ B →

B′ and β ∶ B′ → B as well as invertible 2-morphisms β ○ α ≅ idB and α ○ β ≅ idB′. The
1-morphism α preserves evaluation and coevaluation morphisms in the sense that there
exist invertible 2-morphisms ε′1 ○(idA⊗α) ≅ ε1 and (α⊗ idA)○η1 ≅ η′1. Furthermore, α is
unique in the sense that for every other 1-morphism α̃ ∶ B → B′ that preserves evaluation
and coevaluation morphisms in this way, there exists an invertible 2-morphism α ≅ α̃.

The following Lemma 3.3.2 is a generalisation of Corollary 3.2.1 to bicategories. It
can be obtained in a straightforward way by using the the zig-zag 2-morphisms (3.18).
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Lemma 3.3.2. Let (C,⊗, ) be a strict monoidal bicategory with x, y, x⋆, ⋆y ∈ C and
biexact pairings x ⊣ x⋆,⋆y ⊣ y. Then there exist equivalences of categories

C⟨x⊗ y, 2⟩ ≅ C⟨y, x⋆⟩ ≅ C⟨x, ⋆y⟩,

C⟨ , y ⊗2 x⟩ ≅ C⟨x⋆, y⟩ ≅ C⟨⋆y, x⟩.

Moreover, any pair of 1-morphisms x⊗ y → and → y ⊗ x provides a biexact pairing
x ⊣ y if and only if the associated 1-morphisms y → x⋆ and x⋆ → y are mutually inverse
up to 2-morphisms.

Central to the understanding of algebras, and in particular Frobenius algebras, is
the notion of monoids. We’ve already encountered the notion of monoidal categories.
Surprisingly, inside of monoidal categories it is possible to define another categorification
of a monoid – a monoid object (cf. [ML13]). This can be seen as an example of the micro-
macrocosmos principle. Let us give some examples of monoidal objects. A monoid object
in Set is a classical monoid. A monoid object in the endofunctor category End(C,C) of
some category C is a monad on C. But most importantly, a monoid object in the category
Vect is a -algebra.

The notion of monoid objects is generalised to monoidal bicategories by the following
definition.

Definition 3.3.2 (Pseudomonoid). A pseudomonoid (A,µ, η) ∶= (A,µ, η,α,λ,)) in a

monoidal bicategory (C,⊗, ) is an object A ∈ C endowed with 1-morphisms µ ≡ ∶
A ⊗ A → A and η ≡ ∶ → A called multiplication and unit of A, respectively, and
invertible 2-cells

α
≅ , (3.19)

called associator, and

λ
≅

%
≅ , (3.20)

called left unitor and right unitor, subject to the following commutativity constraints

,

α

α

α

α

(2.1)
≅

α

(3.21)
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.

%

α

λ (3.22)

The invertible 2-cells α,λ,), are part of the data of a pseudomonoid, however, in the
following it will be convenient to supress them in the notation, if not explicitly needed.

A pseudocomonoid (A, δ, ε) ∶= (A, δ, ε,α,λ,)) in (C,⊗, ) is a pseudomonoid in the
bicategory (C,⊗, )opp(1).

For example, a small monoidal category is a pseudomonoid in the monoidal bicate-
gory Cat of small categories.

The following result shows – analogous to classical Frobenius algebras and Frobe-
nius algebras in monoidal categories – that there exist multiple equivalent definitions of
what will be called Frobenius pseudomonoids in monoidal bicategories. For the sake of
clarity we will postpone the proof, which extensively uses the graphical calculus, to the
Appendix.

Lemma 3.3.3. Let (A, µ ≡ ∶ A⊗A → A, η ≡ ∶ → A) be a pseudomonoid in
a monoidal bicategory (C,⊗, ). The following are equivalent:

1. There exists ε ≡ ∶ A → , such that ∶ A ⊗ A → is an evaluation for a
biexact pairing A ⊣ A.

2. There exists ∶ A⊗A → , that is an evaluation for a biexact pairing A ⊣ A
and an invertible 2-cell

≅ (3.23)

3. There exists a pseudocomonoid structure (A, δ ≡ ∶ A→ A⊗A, ε ≡ ∶ A→
) on A and two invertible 2-cells

≅ ≅ (3.24)

Note that we merely give an existence statement and do not attempt to prove an
equivalence of categories spanned by structures on pseudomonoids, which would be be-
yond the scope of this thesis.

Definition 3.3.3 (Frobenius pseudomonoid). A pseudomonoid with one of the struc-
tures of Lemma 3.3.3 is called Frobenius.
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Be aware that in [Mel13] it is in addition required that a variant of Mac Lane’s
pentagon diagram commutes.

Next we will define the bicategory in which to consider Frobenius pseudomonoids:
the monoidal bicategory of profunctors.

For an introduction to enriched categories see e.g. [BS00].

Definition 3.3.4 (V−Cat). Let (V,⊗, ) be a symmetric closed monoidal category. Let
V−Cat be the symmetric closed bicategory of small V-enriched categories, V-functors and
V-natural transformations, defined in the following way. The tensor product C⊗D of V-
enriched categories C,D is the V-enriched category with objects ob(C⊗D) = ob(C)×ob(D)
and morphisms

HomC⊗D((x, y), (x′, y′)) = HomC(x,x′)⊗HomD(y, y′) ∈ V.

for x,x′ ∈ C, y, y′ ∈ D. The monoidal unit with respect to this tensor product is given by
the category with one object ⋆, such that Hom(⋆,⋆) = ∈ V. A symmetric braiding of
V−Cat is induced by the symmetric braiding of V. The internal hom Hom(C,D) of two
V-enriched categories is given by the V-enriched category that has as objects V-enriched
functors F ∶ C → D, and as morphisms the end (cf. Definition 4.1.2)

HomHom(C,D)(F,G) = ∫
x∈C

HomD(F (x),G(x)) ∈ V. (3.25)

This can be seen as a generalisation of the Set-enriched category Cat of small cate-
gories (cf. (3.25) with (4.5)).

Definition 3.3.5 (V−Mod). Assume that V is cocomplete. The closed symmetric
monoidal bicategory V−Mod has the same objects and monoidal structure as V−Cat,
but its morphisms are given as

HomV-Mod(C,D) ∶= HomV-Cat(Dopp(1) ⊗ C,V).

A morphism F ∈ HomV-Mod(C,D) is called profunctor (or module, distributor) from C to
D and is commonly denoted by F ∶ C ↛ D. The composition of profunctors F ∶ A ↛ B
and G ∶ B ↛ C is given as the coend (cf. Definition 4.1.2),

(G ○ F )(c, a) = ∫
b∈B

F (b, a)⊗G(c, b), c ∈ C, a ∈ A, (3.26)

and is associative up to isomorphism. The coend exists since the objects of V−Mod
are small categories, and V is cocomplete (cf. [ML13, Cor. 5.2]). In the case of
V = (Set,×,{⋆}), it is common to write Prof ∶= V−Mod and speak of the category of
profunctors.

The term modules can be motivated by the following observation. Consider V =
Vect , then the morphism spaces of categories in V−Mod are -vector spaces, such that
the composition is bilinear. In particular, categories in V−Mod with one object ⋆ are in
bijection to -algebras with composition as multiplication. A module F ∶ A ↛ B between
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such categories A and B then can be seen as a (A,B)-bimoduleM ∶= F (⋆,⋆) with actions
ρA,ρB of algebras A ∶= HomA(⋆,⋆) and B ∶= HomB(⋆,⋆) given by ρA(a) ∶= F (id⋆, a)
and ρB(b) ∶= F (b, id⋆).

We will now define inclusions of V−Cat into V−Mod. To this end note that every
functor F ∶ C → D yields modules F⋆ ∶ C ↛ D and F ⋆ ∶ D ↛ C defined by

F⋆(d, c) = HomD(d,F (c)) and F ⋆(c, d) = HomD(F (c), d) (3.27)

for c ∈ C, d ∈ D. Moreover, every V-natural transformation η ∶ F ⇒ G of V-functors
F,G ∶ C → D yields V-natural transformations η⋆ ∶ F⋆ ⇒ G⋆ and η⋆ ∶ G⋆ ⇒ F ⋆ defined
by (η⋆)(d,c) = HomD(idd, ηc) and (η

⋆)(d,c) = HomD(ηc, idd).

Lemma 3.3.4. Mapping V-categories to itself, V-functors F to F⋆ and F ⋆, respectively,
and V-natural transformations η to η⋆ and η⋆, respectively, yields monoidal 2-functors

(−)⋆ ∶ V−Cat→ V−Mod and (−)⋆ ∶ V−Cat→ (V−Mod)opp(1,2). (3.28)

Here (−)opp(1,2) means reversing the 1- and 2-cells.

We say G ∶ C ↛ D is representable, if there exists a functor F ∶ C → D, such that
G = F⋆. The following result (cf. [Bor, Prop. 7.9.1]) shows, in particular, that in the
case of profunctors, having a right adjoint implies being representable.

Lemma 3.3.5. For any functor F ∶ C → D between locally small categories C,D, the
profunctor F ⋆ is right adjoint to F⋆ in V−Mod,

F⋆ ⊣ F ⋆. (3.29)

Conversely, every profunctor G ∶ C ↛ D with a right adjoint is representable, G = F⋆ for
some F ∶ C → D.

We will not state the full proof, but note that the coevaluation idC ⇒ F ⋆ ○F⋆ is given
by the action of F on the homspace,

idC(c, c′)
F→ (F ⋆ ○ F⋆)(c, c′) ≅ ∫

d∈D
D⟨F (c), d⟩ ⊗ D⟨d,F (c′)⟩ ≅ D⟨F (c), F (c′)⟩.

All profunctors are representable, if one imposes the mild condition of Cauchy com-
pleteness (cf. [Bor, Theor. 7.9.3]). However, here we will instead concentrate on the
condition of having a right adjoint.

Definition 3.3.6 (†-Frobenius pseudomonoid). Let (C,⊗, ) be monoidal bicategory. A
Frobenius pseudomonoid (A,µ ∶ A ⊗A → A, η ∶ → A,σ ∶ A ⊗A → ) in C, such that µ
and η have right adjoints, is called †-Frobenius pseudomonoid.

The main result of this section is given as follows.

Theorem 3.3.1. A †-Frobenius pseudomonoid in Prof induces a ⋆-autonomous category
and vice versa.
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The statement is based on [Str04] and well-established. An extension to an equiva-
lence of categories would be valuable, but needs some more thought. Here we work out
a complete proof, split in two parts.

We will extensively use (cf. [FS16, Cor. 5]) that for any category C, and any pair
of objects u, v ∈ C, the coend (cf. Definition 4.1.2) of the functor C⟨u,−⟩ × C⟨−, v⟩ ∶
Copp(1) × C → Set exists, and is given as

∫
x∈C

C⟨u,x⟩ × C⟨x, v⟩ = C⟨u, v⟩. (3.30)

Theorem 3.3.2. A †-Frobenius pseudomonoid in Prof induces a ⋆-autonomous category.

Proof. 1. Let (Copp(1), µ, η,α,λ,),σ) be a †-Frobenius pseudomonoid in the monoidal
autonomous bicategory Prof. Since by definition µ and η have right adjoints, they
are representable by Lemma 3.3.5, i.e. there exist functors ⊗C ∶ C × C → C and
ηC ∶ Cat → C such that

µ = (⊗opp(1)C )⋆ and η = (ηopp(1)C )⋆. (3.31)

We will now construct an monoidal structure on C with tensor product ⊗C and unit
ηC(⋆). First of all, by the very definition of (−)⋆ and the previous representation
of µ, it holds for x, y, z ∈ C

µ(x, y, z) ≅ C⟨y ⊗C z, x⟩. (3.32)

The associator α ∶ µ ○ (µ× idCopp(1))
≃→ µ ○ (idCopp(1) ×µ) in Prof yields an associator

αC ∶ ⊗C ○ (⊗C × idC)
≃→ ⊗C ○ (idC × ⊗C) in Cat in the following way. For a, b, c, d ∈ C

we find

µ ○ (µ × idCopp(1))(a, b, c, d) = ∫
(x,y)∈(Copp(1))2

(µ × idCopp(1))(x, y, b, c, d) × µ(a, x, y)

= ∫
(x,y)∈(Copp(1))2

µ(x, b, c) × idCopp(1)(y, d) × µ(a, x, y)

= ∫
(x,y)∈(Copp(1))2

C⟨b⊗C c, x⟩ × C⟨d, y⟩ × C⟨x⊗C y, a⟩

= ∫
(x,y)∈(Copp(1))2

C⟨(b⊗C c)⊗C d, x⊗C y⟩ × C⟨x⊗C y, a⟩ ≅ C⟨(b⊗C c)⊗C d, a⟩.

Similarly one shows that

µ ○ (idCopp(1) × µ)(a, b, c, d) ≅ C⟨b⊗C (c⊗C d), a⟩.

Thus, the associator α yields for fixed b, c, d ∈ C and any a ∈ C a natural isomorphism

C⟨(b ⊗C c) ⊗C d, a⟩ ≅ C⟨b ⊗C (c ⊗C d), a⟩. Finally, the Yoneda Lemma implies the
existence of an isomorphism

(αC)b,c,d ∶ (b⊗C c)⊗C d
≃→ b⊗C (c⊗C d).
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By the very construction we find for any a, b, c, d ∈ C a natural isomorphism of
profunctors

αa,b,c,d ≅ ((α
opp(1)
C )⋆)a,b,c,d. (3.33)

Analogously, left unitor λ ∶ µ ○ (idCopp(1) × η)
≃→ idCopp(1) and right unitor ) ∶ µ ○

(η × idCopp(1))
≃→ idCopp(1) in Prof induce left and right unitors λC ,)C in Cat in the

following way. For a, b ∈ C we find

µ ○ (idCopp(1) × η)(a, b,⋆) = ∫
(x,y)∈(Copp(1))2

(idCopp(1) × η)(x, y, b,⋆) × µ(a, b, x, y)

= ∫
(x,y)∈(Copp(1))2

idCopp(1)(x, b) × η(y,⋆) × µ(a, x, y)

= ∫
(x,y)∈(Copp(1))2

C⟨b, x⟩ × C⟨ηC(⋆), y⟩ × C⟨x⊗C y, a⟩

= ∫
(x,y)∈(Copp(1))2

C⟨b⊗C ηC(⋆), x⊗C y⟩ × C⟨x⊗C y, a⟩

= C⟨b⊗C ηC(⋆), a⟩.

Since moreover idCopp(1)(a, b) = C⟨b, a⟩, it follows that the left unitor λ provides an
isomorphism C⟨b⊗C ηC(⋆), a⟩ ≅ C⟨b, a⟩. Thus the Yoneda Lemma yields a natural

isomorphism (λC)b ∶ b⊗C ηC(⋆)
≃→ b. Analogously one constructs a right unitor )C .

Again, by the very construction we find for any a, b ∈ C isomorphisms of profunctors

λa,b,⋆ ≅ ((λ
opp(1)
C )⋆)a,b,⋆ and )a,b,⋆ ≅ (()

opp(1)
C )⋆)a,b,⋆. (3.34)

Combined, this provides a monoidal category (C,⊗C , ηC(⋆),αC ,λC ,)C).

2. By assumption the form σ ∶ Copp(1) × Copp(1) ↛ Prof provides a biexact pair-
ing Copp(1) ⊣ Copp(1) with some coevaluation σ̃ ∶ Prof ↛ Copp(1) × Copp(1). Thus
Lemma 3.3.2 yields mutually quasi-inverse profunctors D̃ ∶ Copp(1) ↛ C and D̃−1 ∶
C ↛ Copp(1) related to the form σ by

σ(⋆, x, y) = D̃(x, y). (3.35)

Every equivalence can be refined to an adjoint equivalence. Thus we can assume
the mutually quasi-inverse profunctors D̃ and D̃−1 to be in an adjoint relation.
Then it follows from Lemma 3.3.5 that D̃ and D̃−1 are representable, i.e. there
exist functors D ∶ C → Copp(1) and D−1 ∶ Copp(1) → C, such that

D̃ ≅ (Dopp(1))⋆ and D̃−1 ≅ ((D−1)opp(1))⋆. (3.36)

In fact, the functors D and D−1 are mutually quasi-inverse. Indeed, for any a, b ∈ C

C⟨b, a⟩ ≅ idCopp(1)(a, b) ≅ D̃ ○ D̃
−1(a, b)

(3.36)
≅ (Dopp(1))⋆ ○ ((D−1)opp(1))⋆(a, b)

(3.28)
≅ ((D ○D−1)opp(1))⋆(a, b)

(3.27)
≅ C⟨D ○D−1(b), a⟩,
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which by the Yoneda Lemma induces a natural isomorphism b ≅D ○D−1(b). Anal-
ogously one shows b ≅D−1 ○D(b). The previous results yield

σ(⋆, x, y) (3.35)= D̃(x, y)
(3.36)
≅ (Dopp(1))⋆(x, y)

(3.27)= C⟨x,Dopp(1)(y)⟩. (3.37)

3. By assumption there exists an invertible 2-cell

σ ○ (µ⊗ idCopp(1)) ≡ ≅ ≡ σ ○ (idCopp(1) ⊗ µ). (3.38)

For the left hand side we compute

σ ○ (µ⊗ idCopp(1))(⋆, x, y, z)
(3.26)= ∫

(a,b)∈(Copp(1))2
(µ⊗ idCopp(1))(a, b, x, y, z) × σ(⋆, a, b)

= ∫
(a,b)∈(Copp(1))2

µ(a, x, y) × idCopp(1)(b, z) × σ(⋆, a, b)

(3.32),(3.37)= ∫
(a,b)∈(Copp(1))2

C⟨x⊗C y, a⟩ × C⟨z, b⟩ × C⟨a,Dopp(1)(b)⟩

(3.30)
≅ ∫

b∈Copp(1)

C⟨x⊗C y,Dopp(1)(b)⟩ × C⟨z, b⟩

D−1

≅ ∫
b∈Copp(1)

C⟨b,D−1(x⊗C y)⟩ × C⟨z, b⟩
(3.30)
≅ C⟨z,D−1(x⊗C y)⟩

D
≅ C⟨x⊗C y,Dopp(1)(z)⟩.

Similarly, one finds that for the right hand side it holds

σ ○ (idCopp(1) ⊗ µ)(⋆, x, y, z) ≅ C⟨x,Dopp(1)(y ⊗C z)⟩.

Thus (3.38) provides a natural isomorphism

C⟨x⊗C y,Dopp(1)(z)⟩ ≅ C⟨x,Dopp(1)(y ⊗C z)⟩.

This shows that the monoidal category (C,⊗C , ηC(⋆),αC ,λC ,)C) is ⋆-autonomous
with duality D ∶ C → Copp(1).

Theorem 3.3.3. A ⋆-autonomous category induces a †-Frobenius pseudomonoid in Prof.

Proof. 1. In our case it is convenient to think of a ⋆-autonomous category as in 2. of
Proposition 3.1.1, i.e. as a monoidal category (C,⊗C , C ,α,λ,)) together with an
equivalence D ∶ C → Copp(1) and a natural isomorphism

C⟨x⊗C y,Dopp(1)(z)⟩ ≅ C⟨x,Dopp(1)(y ⊗C z)⟩, x, y, z ∈ C. (3.39)

Since every equivalence can be refined to an adjoint equivalence, we can assume
that D is an adjoint equivalence, and we will use this fact frequently in our calcu-
lations.
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2. The monoidal unit C yields an unique functor ηC ∶ Cat → C from the category
with one object to C, such that ηC(⋆) = C . From Lemma 3.3.5 it follows that the
profunctors

µ ∶= (⊗opp(1)C )⋆ ∶ Copp(1) × Copp(1) ↛ Copp(1), (x, y, z)↦ C⟨y ⊗C z, x⟩ (3.40)

and

η ∶= (ηopp(1)C )⋆ ∶ Prof ↛ Copp(1), (x,⋆)↦ C⟨ C , x⟩. (3.41)

together with

(αopp(1))⋆, (λopp(1))⋆, ()opp(1))⋆ (3.42)

yield a pseudomonoid (Copp(1), µ, η) in Prof such that µ and η have right adjoints.

3. Equation (3.39) imposes the definition of a form σ ∶ Copp(1) × Copp(1) ↛ Prof by

σ(⋆, x, y) ∶= C⟨x,Dopp(1)(y)⟩ = (Dopp(1))⋆(x, y), x, y ∈ C. (3.43)

Similarly one defines a profunctor σ̃ ∶ Prof ↛ Copp(1) ⊗ Copp(1) by

σ̃(x, y,⋆) ∶= C⟨Dopp(1)(x), y⟩ = ((D−1)opp(1))⋆(x, y), x, y ∈ C.

A short calculation shows that we can identify σ with (Dopp(1))⋆, and σ̃ with
((D−1)opp(1))⋆ in the sense of Lemma 3.3.2. Moreover, since (Dopp(1))⋆ and
((D−1)opp(1))⋆ are mutually inverse, σ and σ̃ witness the existence of an biex-
act pairing Copp(1) ⊣ Copp(1). Indeed, explicitly, for a, b ∈ C we find

(σ ⊗ idCopp(1)) ○ (idCopp(1) ⊗ σ̃)(a, b) ≡ (σ ⊗ idCopp(1)) ○ (idCopp(1) ⊗ σ̃)(⋆, a, b,⋆)
(3.26)= ∫

(x,y,z)∈(Copp(1))3
(idCopp(1) ⊗ σ̃)(x, y, z, b,⋆) × (σ ⊗ idCopp(1))(⋆, a, x, y, z)

= ∫
(x,y,z)∈(Copp(1))3

idCopp(1)(x, b)⊗ σ̃(y, z,⋆) × σ(⋆, x, y)⊗ idCopp(1)(a, z)

= ∫
(x,y,z)∈(Copp(1))3

C⟨b, x⟩ × C⟨Dopp(1)(y), z⟩ × C⟨x,Dopp(1)(y)⟩ × C⟨z, a⟩
(3.30)
≅ C⟨b, a⟩ = idCopp(1)(a, b).

The other zig-zag identity (3.18) follows similarly.

4. It remains to show the existence of an invertible 2-cell

σ ○ (µ⊗ idCopp(1)) ≅ σ ○ (idCopp(1) ⊗ µ) (3.44)
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as in (3.23). For x, y, z ∈ C we compute

σ ○ (µ⊗ idCopp(1))(⋆, x, y, z)
(3.26)= ∫

(a,b)∈(Copp(1))2
(µ⊗ idCopp(1))(a, b, x, y, z) × σ(⋆, a, b)

= ∫
(a,b)∈(Copp(1))2

µ(a, x, y) × idCopp(1)(b, z) × σ(⋆, a, b)

= ∫
(a,b)∈(Copp(1))2

Copp(1)⟨a, x⊗C y⟩ × Copp(1)⟨b, z⟩ × C⟨a,D
opp(1)(b)⟩

= ∫
(a,b)∈(Copp(1))2

C⟨x⊗C y, a⟩ × C⟨z, b⟩ × C⟨a,Dopp(1)(b)⟩

(3.30)
≅ ∫

b∈Copp(1)

C⟨x⊗C y,Dopp(1)(b)⟩ × C⟨z, b⟩

D−1

≅ ∫
b∈Copp(1)

C⟨b,D−1(x⊗C y)⟩ × C⟨z, b⟩
(3.30)
≅ C⟨z,D−1(x⊗C y)⟩.

Analogously one shows that

σ ○ (idCopp(1) ⊗ µ)(⋆, x, y, z) ≅ C⟨y ⊗C z,D−1(x)⟩, x, y, z ∈ C.

From (3.39) and the adjointness of D one obtains

C⟨z,D−1(x⊗C y)⟩ ≅ C⟨y ⊗C z,D−1(x)⟩, x, y, z ∈ C,

which then can be used to compose the 2-cell (3.44).

To sum up, we showed that (Copp(1), µ, η,σ) is a †-Frobenius pseudomonoid in Prof.

Comparing (3.31), (3.33), (3.34), (3.37) with (3.40), (3.41), (3.42), (3.43), respec-
tively, shows that the constructions of Theorem 3.3.2 and Theorem 3.3.3 are inverse to
each other up to natural isomorphisms of functors.
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Chapter 4

Applications

4.1 Exact endofunctors

In this section we follow up on [FSS16, Remark 3.17], in which the existence of a ⋆-
autonomous structure on the category of exact endofunctors of some finite linear cat-
egory was proven. Precisely, we show that the ⋆-autonomous structure, under certain
conditions, is induced by rigidity, and thus, the second tensor product (cf. (3.14)) is iso-
morphic to the first tensor product, which is given as the composition of endofunctors.

4.1.1 Finite categories

In this subsection let be a fixed algebraically closed field. A category is additive, if it
admits finitary products ∏ (or equivalently finitary coproducts ∐), and every morphism
space has the structure of an abelian group, such that the composition is bilinear. A
functor F ∶ C → D between additive categories C,D is additive, if the induced maps

HomC(x, y)→ HomD(F (x), F (y)) (4.1)

are homomorphism of abelian groups. This yields, in particular, that the induced mor-
phisms F (x)∐F (y)→ F (x∏y) are isomorphisms for all x, y ∈ C.

Moreover, an additive category C is said to be -linear, if all morphism spaces have
the structure of -vector spaces, such that the composition is -linear. A functor F
between -linear categories C,D is -linear, if the induced maps (4.1) are -linear for all
x, y ∈ C. The main objects of this section are special -linear categories: finite categories.

Definition 4.1.1 (Finite linear category). A -linear abelian category C is finite (lin-
ear), if

• All morphism spaces of C are finite-dimensional;

• Every object of C has finite length;

• Every simple object of C has a projective cover;

35
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• There are finitely many isomorphism classes of simple objects.

For an explanation of the occurring notions we refer to [EGNO15]. Examples of finite
categories are given by the categories A−mod of finite-dimensional representations of
finite-dimensional -algebras A. In fact, the following result shows that these categories
form generic examples of finite categories.

Lemma 4.1.1. A -linear abelian category is finite if and only if it is equivalent as a
linear category to the category A−mod of finite-dimensional (left or right) modules over
some finite-dimensional -algebra A.

Two finite-dimensional -algebras A and B are Morita equivalent, if their represen-
tation categories A−mod and B−mod are equivalent as -linear categories. For every
finite category Lemma 4.1.1 yields an algebra A up to Morita equivalence.

In this chapter we will extensively use that every finite linear category C is a module
category over vect (cf. [FSS16, p.8]). Explicitly, for c ∈ C and v ∈ vect , the element
c⊗ v ≅ v ⊗ c ∈ C is defined such that

C⟨c′, v ⊗ c⟩ ≅ v ⊗ C⟨c′, c⟩ and C⟨v ⊗ c, c′⟩ ≅ v⋆ ⊗ C⟨c, c′⟩ (4.2)

for all c′ ∈ C.
Before giving the next Theorem, we need to introduce some more definitions.
First, note that the underlying vector space of some -algebraA is a finite-dimensional

bimodule over itself by multiplication. Moreover, in general, for every (A,B)-bimodule
V , the linear dual V ⋆ is a (B,A)-bimodule. Thus, in particular, the linear dual A⋆ is
again an A-bimodule.

Secondly, a -linear functor is left exact, if it preserves short left exact sequences,
or equivalently, preserves finite limits (cf. [ML13]). We denote the collection of left
exact functors F ∶ C → D between finite linear categories C,D as Lex(C,D). Analogous
one defines right exact functors and denotes the collection of them as Rex(C,D). If
F ∶ A−mod → B−mod is a -linear functor and V ∈ A−mod some left A-module, one
can show that F (V ) is not only a left B-module, but in fact can be equipped with the
structure of a (B,A)-bimodule (cf. [FSS16]).

The next theorem is known as a variant of the Eilenberg-Watts theorem (cf. [Eil60],
[Wat60]).

Theorem 4.1.1. Let F,G ∶ C → D be functors between finite linear functors. The
following statements are equivalent:

• F ∈ Lex(C,D).

• F admits a left adjoint.

Likewise, the following are equivalent:

• G ∈Rex(C,D).

• G admits a right adjoint
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4.1.2 End and coend

Definition 4.1.2 (End and Coend). The end of a functor F ∶ Copp(1)×C → D is given by
an object ∫c∈C F (c̄, c) ∈ D and morphisms (ωc ∶ ∫c∈C F (c̄, c) → F (c̄, c))c∈C in D, satisfying
F (f, d) ○ ωd = F (c, f) ○ ωc for all f ∶ c→ d, and universal in the following way:

Let x ∈ D and {βc ∶ x → F (c̄, c)}c∈C satisfy F (f, d) ○ βd = F (c, f) ○ βc for all
f ∶ c → d. Then there exists an unique morphism h ∶ x → ∫c∈C F (c̄, c) ∈ D in
D, such that βc = ωc ○ h for all c ∈ C,

x

∫c∈C F (c̄, c) F (d, d)

F (c, c) F (c, d).

βd

∃!h

βc

ωc

ωd

F (f,d)

F (c,f)

The coend of F ∶ Copp(1) × C → D is given by an object ∫
c∈C

F (c̄, c) ∈ D and morphisms

(ωc ∶ F (c̄, c)→ ∫
c∈C

F (c̄, c))c∈C in D, universal in a dual way.

The universal property implies that end and coend, respectively, if existent, are
unique up to unique isomorphism.

Ends and coends enjoy a variety of interesting properties. In particular the next two
results (cf. [ML13]) turn out to be helpful for our purposes.

Lemma 4.1.2. Let C be an arbitrary category and D be a linear category.

• Let F ∶ Copp × C → D be a functor whose end exists. Then there is a natural
isomorphism

D⟨−,∫
c∈C

F (c̄, c)⟩ ≅ ∫
c∈C

D⟨−, F (c̄, c)⟩. (4.3)

• Let F ∶ Copp × C → D be a functor whose coend exists. Then there is a natural
isomorphism

D⟨∫
c∈C

F (c̄, c),−⟩ ≅ ∫
c∈C

D⟨F (c̄, c),−⟩. (4.4)

Lemma 4.1.3. Let C and D be arbitrary categories. For any pair of functors F,G ∶ C →
D, there is a bijection

Nat(F,G) ≅ ∫
c∈C

HomD(F (c),G(c)), (4.5)

where Nat(F,G) denotes the collection of natural transformations from F to G.
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The following is an analogue of the classical tensor product of vector spaces for the
case of finite categories.

Definition 4.1.3 (Deligne product). Let C and D be finite linear categories. The
Deligne product, C ⊠D, is a finite linear category together with a bifunctor ⊠ ∶ C ×D →
C ⊠D, right exact in both variables, such that the following universal property holds:

Let A be a finite linear category together with a bifunctor F ∶ C ×D → A,
right exact in both variables, then there exists a unique right exact functor
F̃ ∶ C ⊠D → A such that F̃ ○ ⊠ = F .

Definition 4.1.4 (Eilenberg-Watts functors). Let A and B be finite linear categories.
The (abstract) Eilenberg-Watts functors for A and B are the following four linear func-
tors:

Φl ≡ Φl
A,B ∶ Aopp ⊠B → Lex(A,B)

ā ⊠ b↦ b⊗ A⟨a,−⟩,
Ψl ≡ Ψl

A,B ∶ Lex(A,B)→ Aopp ⊠B

F ↦ ∫
a∈A

ā ⊠ F (a),

Φr ≡ Φr
A,B ∶ Aopp ⊠B →Rex(A,B)

ā ⊠ b↦ b⊗ A⟨−, a⟩⋆,
Ψr ≡ Ψr

A,B ∶ Rex(A,B)→ Aopp ⊠B

G↦ ∫
a∈A

ā ⊠G(a).

The following result (cf. [FSS16, Theor. 3.2]) is known as Categorical Eilenberg-Watts
theorem.

Theorem 4.1.2. For any pair of finite linear categories A and B the functors in the
triangle

Aopp(1) ⊠B

Lex(A,B) Rex(A,B)
Φl

Φr

Γrl∶=Φr○Ψl

Ψl

Γlr∶=Φl○Ψr

Ψr

constitute quasi-inverse pairs of adjoint equivalences

Lex(A,B) ≅ Aopp(1) ⊠B ≅Rex(A,B).

Using (4.3), (4.4) one can show the following identities for Γrl and Γrl (cf. [FSS16]).
We will use them in particular in the proof of Lemma 4.1.5.

Lemma 4.1.4. Let A and B be finite linear categories. For F ∈ Lex(A,B) and G ∈
Rex(A,B) it holds

Γrl(F ) ≅ ∫
a∈A

A⟨−, a⟩⋆ ⊗ F (a) and Γlr(G) ≅ ∫
a∈A

A⟨a,−⟩ ⊗G(a). (4.6)
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Our own next result can be interpreted as an indication to which extend Γrl and Γlr

fail to be monoidal. Note that the domain of the functors Γrl and Γlr can in fact be
extended to the category of all endofunctors (cf. [FSS16, p.24]). We postpone the proof
to the Appendix.

Lemma 4.1.5. Let X be a finite linear category and F,G ∈ Lex(X ,X) be two left exact
functors. Then

Γrl(F ) ○ Γrl(G) ≅ Γrl(Γrl(F ) ○G). (4.7)

On the other hand, let F,G ∈Rex(X ,X) be two right exact functors. Then

Γlr(F ) ○ Γlr(G) ≅ Γlr(Γlr(F ) ○G). (4.8)

4.1.3 Nakayama functors

Let A be a finite-dimensional -algebra. For the sake of simplicity, in the following we
abbreviate

A⟨−,−⟩ ∶= HomA−mod(−,−), and Aopp⟨−,−⟩ ∶= Hommod−A(−,−)

for the space of A-linear maps between finite dimensional left A-modules and right A-
modules, respectively. The algebra A can be considered as a finite-dimensional bimodule

AAA over itself by multiplication. The right exact contravariant transposition functor
(−)t is defined as

(−)t ∶= A⟨−, AAA⟩ ∶ A−mod→ mod−A (4.9)

with action (f.a)(m) ∶= f(a.m) for f ∈ (AM)t, a ∈ A,m ∈M . The left exact contravariant
transposition functor is defined as

(−)t
opp

∶= Aopp⟨−, AAA⟩ ∶ mod−A→ A−mod (4.10)

with action (a.f)(m) ∶= f(m.a) for f ∈ (MA)t
opp

, a ∈ A,m ∈ M . Combined with the
exact contravariant duality (−)⋆, we obtain the right exact covariant Nakayama functor

Nr
A ∶= (−)⋆ ○ (−)t = A⟨−,AAA⟩⋆ ∶ A−mod→ A−mod (4.11)

and the left exact covariant inverse Nakayama functor

Nl
A ∶= (−)t

opp

○ (−)⋆ = Aopp⟨(−)⋆,AAA⟩ ∶ A−mod→ A−mod. (4.12)

Restricted to the subcategory of finite-dimensional projective A-modules and injec-
tive A-modules, respectively, the Nakayama functors provide a quasi-inverse equivalence

A−Projmod
≅←→ A−Injmod (cf. [Iva12, Sec. 3]).

An application of the classical Eilenberg-Watts Theorem is given in the following
result (cf. [Iva12, Proposition 3.1], [ASS06, Lemma III.2.9]).

Proposition 4.1.1. There exist natural isomorphisms

Nr
A ≅ (AAA)⋆ ⊗A − and Nl

A ≅ A⟨(AAA)⋆,−⟩.
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Surprisingly, this representation allows us to relate the equivalences Γlr and Γrl de-
fined in Theorem 4.1.2 to the Nakyama functors (4.11), (4.12).

Lemma 4.1.6. For A ≅ A-mod a finite linear category there are natural isomorphism

Γrl(idA) ≅ (AAA)⋆ ⊗A − and Γlr(idA) ≅ A⟨(AAA)⋆,−⟩ (4.13)

In view of Lemma 4.1.6 and Proposition 4.1.1 it is reasonable to give the following
definition.

Definition 4.1.5 (Nakayama functor). The Nakayama functor of a finite linear category
X is the endofunctor

Nr
X ∶= Γrl(idX ) = ∫

x∈X
x⊗ X ⟨−, x⟩⋆ ∈Rex(X ,X). (4.14)

The left exact analogue of the Nakayama functor of X is the functor

Nl
X ∶= Γlr(idX ) = ∫

x∈X
x⊗ X ⟨x,−⟩ ∈ Lex(X ,X). (4.15)

It is an interesting question, in which cases the above Nakayama functors are quasi-
inverses to each other. In the classical case (4.11), (4.12), we’ve already seen that this
is the case on the subcategories of finite-dimensional projective A-modules and injective
A-modules. In fact, it is sufficient to require that the finite-dimensional algebra A is
self-injective, i.e. injective as a left, or right, module over itself (cf. e.g. [ARS97, Prop.
IV.3.1]). Moreover, it turns out that if A has the structure of a Frobenius algebra, it is
in particular also self-injective. More precisely, if A is Frobenius with Frobenius form
σ ∶ A⊗A → , the Nakayama automorphism is the automorphism ν ∶ A → A, such that
σ(a, ν(b)) = σ(b, a) for all a, b ∈ A. The Nakayama functors Nl

A,N
r
A then amount to

twisting the left, or right, action of A by the Nakayama automorphism. In particular,
if A is symmetric, the Nakayama automorphism is given by the identity, and thus, the
Nakayama functors are isomorphic to the identity functor.

Since being symmetric Frobenius is invariant under Morita equivalence, it seems
reasonable to give the following definition (cf. [FSS16]) for finite linear categories.

Definition 4.1.6 (Symmetric Frobenius category). A finite linear category is called
symmetric Frobenius if and only if it is equivalent as a linear category to the category
of modules over a symmetric Frobenius -algebra.

The following result is due to [FSS16, Prop. 3.24].

Proposition 4.1.2. Let X be a finite linear category. The Nakayama functors Nr
X and

Nl
X are isomorphic to the identity functor, Γlr(idX ) ≅ idX ≅ Γrl(idX ), if and only if X is

symmetric Frobenius.

The following Corollary shows that X being symmetric Frobenius implies not only
the invariance, up to natural isomorphism, of the identity functor idX under Γlr and Γrl,
but in fact the invariance of all left and right exact endofunctors of X , respectively.
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Corollary 4.1.1. Let X be a symmetric Frobenius finite linear category. For F ∈
Rex(X ,X) and G ∈ Lex(X ,X) there exist natural isomorphism Γlr(F ) ≅ F and Γrl(G) ≅
G.

Proof. By assumption the Nakayama functors are natural isomorphic to the identity
functor, Nl

X = Γlr(idX ) ≅ idX ≅ Γrl(idX ) = Nr
X . Thus, for F ∈ Rex(X ,X) and G ∈

Lex(X ,X), we compute, using Lemma 4.1.5,

Γlr(F ) = Γlr(F ) ○ idX ≅ Γlr(F ) ○ Γlr(idX )
(4.8)
≅ Γlr(Γlr(F ) ○ idX ) = Γlr(Γlr(F )),

Γrl(G) = Γrl(G) ○ idX ≅ Γrl(G) ○ Γrl(idX )
(4.7)
≅ Γrl(Γrl(G) ○ idX ) = Γrl(Γrl(G)).

Since by Theorem 4.1.2, Γrl and Γlr form an (adjoint) equivalence, composition with the
respective inverse yields the claim.

Note that this implies, in particular, Rex(X ,X) = Lex(X ,X) for any symmetric
Frobenius finite linear category X .
Lemma 4.1.7. Let X be a symmetric Frobenius finite linear category. Then (Rex(X ,X) =
Lex(X ,X), ○, idX ) is rigid with respect to the duality given by taking the left or right ad-
joint. Furthermore, left and right adjoints are natural isomorphic, (−)l.a. ≅ (−)r.a..
Proof. Compare the definition of adjoint functors (e.g. [ML13]) with the definition of
rigidity (cf. Definition 2.2.1) to see that duals in the monoidal category of endofunctors
with composition as tensor product, coincide with adjoint functors. The existence of
left and right adjoints is provided by the classical Eilenberg-Watts-Theorem (cf. The-
orem 4.1.1). Moreover, [FSS16, Corollary 3.9] states that for any F ∈ Rex(X ,X) =
Lex(X ,X) it holds Γrl(F r.a.) = (Γlr(F ))l.a.. Applying Corollary 4.1.1 thus yields the
claim, F r.a. ≅ F l.a..

Let X be an arbitrary finite linear category, not necessarily symmetric Frobenius.
In [FSS16, Remark 3.17] it was proposed that one can define a monoidal category
(Rex(X ,X), ○, idX ) with ⋆-autonomous structure witnessed by the dualizing object
N r
X . The corresponding duality functor is defined by G ↦ Γrl(Gr.a.) ≅ (Γlr(G))l.a. for

G ∈ Rex(X ,X) (cf. [FSS16, Corollary 3.9]). An interesting question is, whether the
induced second tensor product (cf. (3.14)) is isomorphic to the first one, or not.

In the particular case that X is a symmetric Frobenius finite linear category, we can
give an answer to that question. Indeed, Corollary 4.1.1 implies that the corresponding
duality of (Rex(X ,X) = Lex(X ,X),X), ○, idX ) boils down to G ↦ Gr.a. ≅ Gl.a.. This,
however, is precisely the rigid structure as defined in Lemma 4.1.7. From Lemma 2.2.1
it follows that the second tensor product of the ⋆-autonomous structure is isomorphic
to the first one: the composition of endofunctors.

4.2 Graded vector spaces

In this Section we will introduce a family of ⋆-autonomous structures on the category of
G-graded vector spaces and characterise weak ribbon structures on these categories.
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4.2.1 Quadratic forms

Definition 4.2.1 (Quadratic form). Let G be a finite group. A quadratic form on G
with values in × is a map

q ∶ G→ ×,

such that
q(g) = q(g−1)

and such that the function

βq ∶ G ×G→ ×

(g1, g2)↦ q(g1g2)q(g1)−1q(g2)−1
(4.16)

is a bihomomorphism. The collection of quadratic forms on G with values in × forms
in a canonical way an abelian group, which we denote by QF(G, ×). We will sometimes
use an equivalence relation ∼ on QF(G, ×) defined by

q1 ∼ q2 ∶⇔ ∃f ∈ Aut(G) ∶ q1 = f⋆q2.

for q1, q2 ∈ QF(G, ×).
In the literature one frequently encounters a definition of quadratic forms containing

the axiom q(gk) = q(g)k2 for all k ∈ N (sometimes written in additive notation), instead
of q(g) = q(g−1). We later obtain the equivalence of both definitions as a consequence of
Lemma 4.2.10.

Definition 4.2.2 (Group cohomology). Let G be a finite group. A k-cochain on G with
values in × is a function

κ ∶ Gk ≡ G × ... ×G→ ×,

κ is normalized, if in the case that one of its arguments is the unit element 1G ∈ G, the
value of κ is 1 ∈ ×. The collection of k-cochains on G forms in a canonical way a group,
which we denote by Ck(G, ×). The coboundary operator

d = dk ∶ Ck(G, ×)→ Ck+1(G, ×)

is defined by

dκ(g1, ..., gk+1) = κ(g2, g3, ..., gk+1)κ(g1g2, g3, ..., gk+1)−1κ(g1, g2g3, ..., gk+1)

... κ(g1, g2, ..., gkgk+1)(−1)
k

κ(g1, g2, ..., gk)(−1)
k+1

.

The elements of the subgroup

Zk(G, ×) ∶= ker(dk) ⊆ Ck(G, ×)

are called k-cocycles and the elements of the subgroup

Bk+1(G, ×) ∶= im(dk) ⊆ Ck+1(G, ×)

are called (k + 1)-coboundaries. The k-th cohomology group Hk(G, ×) of G is defined
as the quotient group

Hk(G, ×) ∶= Zk(G, ×)/Bk(G, ×).
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Definition 4.2.3 (Abelian group cohomology). Let G be a finite abelian group. An
abelian 2-cochain is an ordinary 2-cochain. An abelian 3-cochain is a pair

(ψ,Ω)

consisting of an ordinary 3-cochain ψ ∈ C3(G, ×) and an ordinary 2-cochain Ω ∈
C2(G, ×). It is called normalized, if both ψ and Ω are normalized as ordinary cochains.
An abelian 3-cochain (ψ,Ω) is an abelian 3-cocycle, if dψ = 1 and

ψ(g2, g3, g1)−1Ω(g1, g2g3)ψ(g1, g2, g3)−1 = Ω(g1, g3)ψ(g2, g1, g3)−1Ω(g1, g2),
ψ(g3, g1, g2)Ω(g1g2, g3)ψ(g1, g2, g3) = Ω(g1, g3)ψ(g1, g3, g2)Ω(g2, g3).

(4.17)

The abelian coboundary dab(κ) of an abelian 2-cochain κ ∈ C2(G, ×) is defined as

dab(κ) ∶= (dκ,κcomm),

where the commutator cocycle κcomm of κ is given as

κcomm(g1, g2) ∶= κ(g1, g2)κ(g2, g1)−1.

The third abelian cohomology group H3
ab(G, ×) of G is defined as the quotient of the

group Z3
ab(G, ×) of normalized abelian 3-cocycles by its subgroup B3

ab(G, ×) consisting
of abelian coboundaries of normalized abelian 2-cochains.

We will use an equivalence relation ∼ on H3
ab(G, ×) defined by

[(ψ1,Ω1)] ∼ [(ψ2,Ω2)] ∶⇔ ∃f ∈ Aut(G) ∶ [(ψ1,Ω1)] = [(f⋆ψ2, f
⋆Ω2)]

for (ψ1,Ω1), (ψ2,Ω2) ∈ Z3
ab(G, ×). Note that, if (ψ1,Ω1) and (ψ2,Ω2) are equivalent in

H3
ab(G, ×), they are also equivalent with respect to ∼, witnessed by the identity.
In [EL53] (see also [JS93]) it was shown that the map [(ψ,Ω)]↦ qΩ with qΩ(g) ∶=

Ω(g, g) yields an isomorphism H3
ab(G, ×) ≅ QF(G, ×). Here we give a variant of this

statement with respect to the equivalence relations ∼.

Lemma 4.2.1. Let G be a finite abelian group. The map

EM ∶ H3
ab(G, ×)/ ∼ → QF(G, ×)/ ∼
[(ψ,Ω)]↦ [qΩ] with qΩ(g) ∶= Ω(g, g)

is an isomorphism of abelian groups. Moreover, for the associated bihomomorphism it
holds

βqΩ(g1, g2) = Ω(g1, g2)Ω(g2, g1). (4.18)

Proof. We only need to show the differences to the original statement. First of all,
if [(ψ1,Ω1)] ∼ [(ψ2,Ω2)], then by definition there exists some f ∈ Aut(G) and κ ∈
C2(G, ×), such that in particular Ω1 = f⋆(Ω2) ⋅ κcomm. Thus it follows

qΩ1(g) = Ω1(g, g) = Ω2(f(g), f(g))κcomm(g, g) = Ω2(f(g), f(g)) = f⋆qΩ2(g),
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which implies qΩ1 ∼ qΩ2 . Conversely, note that if (ψ,Ω) ∈ Z3
ab(G, ×), also (f⋆ψ, f⋆Ω) ∈

Z3
ab(G, ×) for all f ∈ Aut(G). Let q, q′ ∈ QF(G, ×), such that q ∼ q′, witnessed by

f ∈ Aut(G). Moreover, let (ψq,Ωq), (ψq′ ,Ωq′) be representatives of the inverses, i.e.
q(g) = Ωq(g, g) and q′(g) = Ωq′(g, g). Then

qf⋆Ωq′ (g) = f
⋆Ωq′(g, g) = Ωq′(f(g), f(g)) = q′(f(g)) = q(g) = Ωq(g, g) = qΩq(g),

which implies [(ψq,Ωq)] = [(f⋆ψq′ , f
⋆Ωq′)]. This shows that [(ψq,Ωq)] ∼ [(ψq′ ,Ωq′)].

Since the equivalence relation ∼ on H3
ab(G, ×) is coarser than the original one on

H3
ab(G, ×), the surjectivity of EM is induced from the classical statement. Similarly, if

qΩ ∼ 1, then qΩ = f⋆1 = 1 for some f ∈ Aut(G). Thus, using the injectivity provided by
the original map, [(ψq,Ωq)] = [(1,1)] = [(f⋆1, f⋆1)]. This shows (ψq,Ωq) ∼ (1,1), and
hence, the injectivity of EM.

4.2.2 Ribbon structures of graded vector spaces

In this subsection we will introduce the category G−vect of finite-dimensional G-graded
vector spaces and recall that, surprisingly, quadratic forms are related to ribbon struc-
tures of G−vect .

Definition 4.2.4 (G-graded vector space). Let G be a finite group. A G-graded vector
space V over is a direct sum V = ⊕g∈GVg of -vector spaces Vg indexed by G. We say
V is finite-dimensional, if Vg is finite-dimensional for all g ∈ G. In the following we will
write Vh for the vector space of V = ⊕g∈GVg that is indexed by an element h ∈ G. The
direct sum V ⊕W of G-graded -vector spaces V,W is defined as

(V ⊕W )g ∶= Vg ⊕Wg,

and the tensor product V ⊗W as

(V ⊗W )g ∶= ⊕
hk=g

Vh ⊗Wk. (4.19)

We write g for the G-graded vector space with ( g)h = δgh , that is, for the (rep-
resentatives of isomorphism classes of) simple objects indexed by elements of G. In
particular, we will abbreviate ∶= 1G for the simple object indexed by the unit element
1G of G.

The category of G-graded -vector spaces G−Vect has as objects G-graded -vector
spaces and as morphisms -linear maps f ∶ V →W such that f(Vg) ⊆Wg for all g ∈ G.
The subcategory of finite-dimensional G-graded vector spaces is denoted by G−vect .

An important example is given by super vector spaces, which are Z2-graded vector
spaces.

The category G−vect can be equipped with a monoidal structure (⊗, ,α,λ,)), with
tensor product (4.19), tensor unit = 1G , and from vect inherited associator α, and
left and right unitors λ,). Moreover, G−vect equipped with this monoidal structure is
rigid with respect to the duality (−)⋆ given on V ∈ G−vect at index g ∈ G by

(V ⋆)g ∶= (Vg−1)⋆ ∈ vect . (4.20)



4.2. GRADED VECTOR SPACES 45

Definition 4.2.5 (Ribbon monoidal structure). Let G be a finite abelian group and let
RMS(G, ) be the set of ribbon monoidal structures on G-vect , that is, RMS(G, ) has
as elements triples

(α,γ, θ),

where α ∶ ⊗○(⊗×idG-vect ) ≅ ⊗○(idG-vect ×⊗), γ ∶ ⊗ ≅ ⊗○τ and θ ∶ idG-vect ≅ idG-vect are
natural isomorphisms, such that (⊗, ,α,λ,),γ, θ) defines a ribbon monoidal structure
on G-vect with respect to the duality (4.20). One can define an equivalence relation ∼
on RMS(G, ) by

(α1,γ1, θ1) ∼ (α2,γ2, θ2),

if and only if there exists a braided monoidal equivalence

(F,Φ,φ) ∶ (G-vect ,⊗, ,α1,λ,),γ1) ≅ (G-vect ,⊗, ,α2,λ,),γ2),

such that F ((θ1) g) = (θ2)F ( g).

Definition 4.2.6. Let G be a finite abelian group. For (ψ,Ω) ∈ Z3
ab(G, ×) a normalized

abelian 3-cocycle and q ∶ G → × any map, let natural isomorphisms αψ ∶ ⊗ ○ (⊗ ×
idG-vect ) ≅ ⊗ ○ (idG-vect ×⊗), γΩ ∶ ⊗ ≅ ⊗ ○ τ , and θq ∶ idG−vect ≅ idG−vect be defined as

(αψ)g1,g2,g3 ∶ ( g1 ⊗ g2)⊗ g3 → ( g1 ⊗ g2)⊗ g3

(1g1 ⊗ 1g2)⊗ 1g3 ↦ ψ(g1, g2, g3)1g1 ⊗ (1g2 ⊗ 1g3),
(γΩ)g1,g2 ∶ g1 ⊗ g2 → g2 ⊗ g1

1g1 ⊗ 1g2 ↦ Ω(g2, g1)1g2 ⊗ 1g1 ,

(θq)g ∶ g → g

1g ↦ q(g)1g.

The following Lemma 4.2.2 is a known generalisation (from braided monoidal struc-
tures to ribbon monoidal structures) of [EML50] (see also [EGNO15, Prop. 2.6.1]).

To this end, let us define equivalence relations ∼ on H3
ab(G, ×)⊕Hom(G,{±1}) and

QF(G, ×)⊕Hom(G,{±1}), respectively, by

([(ψ,Ω)], η) ∼ ([(ψ′,Ω′)], η′) ∶⇔ ∃f ∈ Aut(G) ∶ [(ψ,Ω)] = [(f⋆ψ′, f⋆Ω′)], η = f⋆η′

and
(q, η) ∼ (q′, η′) ∶⇔ ∃f ∈ Aut(G) ∶ qη = f⋆(q′η′).

Lemma 4.2.2. Let G be a finite abelian group. The map

(H3
ab(G, ×)⊕Hom(G,{±1}))/ ∼ → RMS(G, )/ ∼

[((ψ,Ω), η)]↦ [(αψ,γΩ, θqΩη)]

is a bijection.

We will obtain the following Corollary later as a special case of Theorem 4.2.2.
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Corollary 4.2.1. Let G be a finite abelian group. There exists a bijection

(QF(G, ×)⊕Hom(G,{±1}))/ ∼ ≅ RMS(G, )/ ∼

between the groupoid of quadratic forms on G with values in × and the groupoid of
braided monoidal structures on G-vect .

Proof. Combine Lemma 4.2.2 and Lemma 4.2.1.

4.2.3 Generalised duality of graded vector spaces

Definition 4.2.7. Let G be a finite group and let V,W ∈ G−Vect be G-graded vector
spaces. A linear map f ∶ V →W is of degree g ∈ G, if

f(Vh) ⊆Wgh for all h ∈ G.

The collection of morphisms between V and W of degree g is denoted by Homg(V,W ).

Lemma 4.2.3. Let G be a finite group and let (⊗, ,α′,λ,ρ) be a monoidal structure of
G−Vect as in (4.19), but with possibly different associator α′. Then

Hom(V,W )g ∶= Homg(V,W ) (4.21)

defines an internal hom in (G-vect ,⊗, ,α′,λ,)).

Proof. We have to show that for any G-graded vector spaces U,V,W there exists a
natural bijection

Hom(U ⊗ V,W ) ≅ Hom(U,Hom(V,W )).

Let f ∶ U ⊗ V → W be given. Define f̃ ∶ U → Hom(V,W ) as follows. For g, h ∈ G and
x ∈ Ug, y ∈ Vh let

f̃(x)(y) ∶= f(x⊗ y) ∈Wgh.

Conversely, let f ∶ U → Hom(V,W ) be given. Define f̃ ∶ U ⊗ V → W as follows. For
g, h, k such that hk = g and x ∈ Uh, y ∈ Vk let

f̃(x⊗ y) ∶= f(x)(y) ∈Whk =Wg.

It follows immediately from the definitions that both constructions are inverse to each
other.

Definition 4.2.8 (Dual space V g0). Let G be a finite group. For a G-graded vector
space V ∈ G−Vect and g0 ∈ G define V g0 by

V g0 ∶= Hom(V, g0).
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Lemma 4.2.4. Let G be a finite group. For a G-graded vector space V ∈ G−Vect and
g, g0, g1 ∈ G it holds

(V g0)g = (Vg−1g0)
⋆. (4.22)

Thus, if V is finite-dimensional, V ∈ G−vect , there exists an isomorphism of vector
spaces

((V g0)g1)g ≅ Vg−11 gg0
. (4.23)

Proof. Writing out the definitions we find

(V g0)g = Hom(V, g0)g = Homg(V, g0) = {f ∶ V → g0 ∣ f(Vh) ⊆ ( g0)gh for all h ∈ G}
= {f ∶ V → g0 ∣ f(Vg−1g0) ⊆ ∧ f(Vh) = 0 for all h ∈ G ∖ {g−1g0}}
= Hom (Vg−1g0 , ) = (Vg−1g0)

⋆.

Thus it follows

((V g0)g1)g = ((V g0)g−1g1)
⋆ = (V(g−1g1)−1g0)

⋆⋆ ≅ Vg−11 gg0
.

The duality (−)g0 for g0 ∈ G can be extended to a contravariant functor in the
following way. If f ∶ V →W is a morphism of G-graded vector spaces, define a morphism
fg0 ∶W g0 → V g0 as

fg0(w′)(v) ∶= w′(f(v)),

where w′ ∈ (W g0)g = (Wg−1g0)
⋆ and v ∈ Vg−1g0 .

Assuming that G is not only finite, but also abelian, and V finite-dimensional, yields
the following result.

Corollary 4.2.2. Let G be a finite abelian group, V ∈ G−vect a finite-dimensional
G-graded vector space and g0 ∈ G, then

(V g0)g0 ≅ V.

Definition 4.2.9 (Tensor product ⊗g0). Let G be a finite group and g0 ∈ G. For G-
graded vector spaces V,W ∈ G−vect

V ⊗g0 W ∶= (V g0 ⊗W g0)g0 . (4.24)

Lemma 4.2.5. Let G be a finite abelian group, g, g0 ∈ G and V,W ∈ G−vect finite-
dimensional G-graded vector spaces. Then it holds

(V ⊗g0 W )g ≅ (V ⊗W )gg0 . (4.25)
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Proof. The claim follows from

(V ⊗g0 W )g = ((V g0 ⊗W g0)g0)g
(4.22)= ((V g0 ⊗W g0)g−1g0)

⋆ = ( ⊕
hk=g−1g0

(V g0)h ⊗ (W g0)k)⋆

(4.22)= ( ⊕
hk=g−1g0

(Vh−1g0)
⋆ ⊗ (Wk−1g0)

⋆)⋆ ≅ ⊕
hk=g−1g0

Vh−1g0 ⊗Wk−1g0 ≅ ⊕
h′k′=gg0

Vh′ ⊗Wk′

= (V ⊗W )gg0 .

The following is a standard result, which we will not prove.

Lemma 4.2.6. Let (C,⊗C , ,α,λ,)) be a monoidal category and D an arbitrary category.
Assume there exists an equivalence F ∶ C → D of the underlying categories with quasi-
inverse F−1. Then D can be equipped with a monoidal structure, such that the tensor
product is given by

x⊗FD y ∶= F (F−1(x)⊗C F−1(y)).

Furthermore, the functor F can be equipped with the structure of a strong monoidal
functor (C,⊗C , )→ (D,⊗FD, F ( )).

Corollary 4.2.3. Let G be a finite group. For any g0 ∈ G there exists a monoidal
structure (⊗g0 , g0 ,αg0 ,λg0 ,)g0) on G−vect , such that the tensor product is given by
(4.24). The category (G−vect ,⊗, ,α,λ,)) is ⋆-autonomous with internal hom (4.21)
and dualizing object g0. The duality functor

(−)g0 = Hom(−, g0) ∶ (G−vect ,⊗, )→ (G−vect ,⊗g0 , g0)opp(0,1).

provides a strong monoidal equivalence.

Proof. For the first statement we use Lemma 4.2.6 with C = (G−vect ,⊗, ), D = G−vect
and F = F−1 = (−)g0 . It remains to show that F ( ) = g0 . But for any g, h ∈ G it holds
( g)h ≅ hg−1 . Thus, in particular, F ( ) = F ( 1G) = ( 1G)g0 ≅ g0 . Moreover, from the
definition of the internal hom (4.21) and Corollary 4.2.2 it follows that g0 is a dualizing
object. The duality (−)g0 is strong monoidal in the above sense by the general result
Lemma 3.2.1 and the definition of the tensor product ⊗g0 .

4.2.4 Weak quadratic forms

In Corollary 4.2.1 we have seen that quadratic forms, which are symmetric with respect
to 1G, are related to ribbon structures on G−vect with respect to the duality (−)1G . The
purpose of this Section 4.2.4 and the following Section 4.2.5 is to give a general version
of this statement. It remains to define an appropriate notion of ribbon structures with
respect to such a relaxed duality – this will be done in Section 4.2.5. On the other hand,
it seems natural to generalise the symmetry axiom q(g) = q(g−11G) of quadratic forms to
g(g) = q(g−1g0) for arbitrary g0 ∈ G. In fact, we will show that under certain conditions,
we do not need to introduce such an axiom at all, and instead deduce a symmetry.
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Definition 4.2.10 (Weak quadratic form). Let G be a finite group. A weak quadratic
form on G with values in × is a map

q ∶ G→ ×,

such that the function

βq ∶ G ×G→ ×

(g1, g2)↦ q(g1g2)q(g1)−1q(g2)−1
(4.26)

is a bihomomorphism. The collection of weak quadratic forms on G with values in ×

forms in a canonical way an abelian group, which we denote by WQF(G, ×). We will
sometimes use an equivalence relation ∼ on WQF(G, ×) defined by

q1 ∼ q2 ∶⇔ ∃f ∈ Aut(G) ∶ q1 = f⋆q2.

for q1, q2 ∈WQF(G, ×).

For the proof of Theorem 4.2.1 we need the following two technical results.

Lemma 4.2.7. Let q be a weak quadratic form on Zn. Then it holds

q(k) = q(1)kβq(1,1)(
k
2
) (4.27)

for k ≥ 2.

Proof. We apply a simple induction over k and use additive notation for Zn. For k = 2
the definition (4.16) yields

q(2) = q(1 + 1) = q(1)q(1)βq(1,1) = q(1)2β(1,1)(
2
2
).

Assume that the statement is true for k ≥ 2. Again, using (4.16), we find

q(k + 1) = q(k)q(1)βq(1,1)k
(4.27)= q(1)k+1βq(1,1)(

k
2
)+k = q(1)k+1βq(1,1)(

k+1
2
).

The last equation follows from the general result (n+1k+1) = (
n
k
) + ( n

k+1).

Lemma 4.2.8. Let q be a weak quadratic form on Zn with values in ×. Then it holds

q(n) = 1. (4.28)

Proof. We will use additive notation for Zn. Since βq is a bihomomorphismus it holds

βq(n, k) = β(n + n, k) = β(n, k)2.

Thus we find
βq(n, k) = 1.

Using in addition (4.16) one checks that

1 = βq(n, k) = q(n + k)q(n)−1q(k)−1 = q(k)q(n)−1q(k)−1 = q(n)−1,

which implies the claim q(n) = 1.
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Theorem 4.2.1. Let G be a finite abelian group and q ∈WQF(G, ×). There exists a
character η ∶ G → × and a quadratic form q̃ ∈ QF(G, ×) on G with values in ×, such
that

q = q̃ ⋅ η.
Moreover, the associated bilinearforms coincide, βq = βq̃.

Proof. 1. We begin with G = Zn. Note that we will use additive notation for Zn.
Abbreviate B ∶= β(1,1) and C ∶= q(1). Since β is a bihomomorphismus it holds
Bn = 1. Define

η(k) ∶=
⎧⎪⎪⎨⎪⎪⎩

(CB−
1
2 )k, 2 ∣ n

(CB−l)k, 2 ∤ n, 2l = n − 1
and

q̃(k) ∶=
⎧⎪⎪⎨⎪⎪⎩

(B
1
2 )kB(

k
2
), 2 ∣ n

(Bl)kB(
k
2
), 2 ∤ n, 2l = n − 1.

From (4.27) it follows that in both cases q(k) = q̃(k)η(k). It remains to show that
η and q̃ are well defined and q̃ ∈ QF(G, ×).

• We show that η(k) = (CB−
1
2 )k is well defined for 2 ∣ n. It is clear that η is

linear in k. Note that 1
(4.28)= q(n) (4.27)= CnB(

n
2
) implies that CnB−

n
2 = B−

n2

2 .
It follows

η(n) = (CB−
1
2 )n = CnB−

n
2 = B−

n2

2 = (Bn)−
n
2 = 1−

n
2 = 1,

where we used in the last equation that n
2 ∈ Z.

• We show that η(k) = (CB−l)k is well defined for 2 ∤ n. . It is again clear that

η is linear in k. Furthermore, 1 = CnB(
n
2
) implies that CnB−ln = B−

n(n−1)
2 B−ln.

Thus it follows

η(n) = (CB−l)n = CnB−ln = B−
n(n−1)

2 B−ln = (Bn)−
n−1
2 (Bn)−l = 1,

where we used in the last equation that
(n−1)

2 , l ∈ Z.

• We show that q̃(k) = (B
1
2 )kB(

k
2
) is well defined for 2 ∣ n. For a, k ∈ Z we find

q̃(a+kn) = (B
1
2 )a+knB(

a+kn
2
) = (B

1
2 )a(Bn)kB

(a+kn)(a+kn−1)
2 = (B

1
2 )aB

a2−a
2 = q̃(a).

Furthermore, q̃ is symmetric. Indeed,

q̃(−k) = (B
1
2 )−kB(

n−k
2
) = (B

1
2 )−kB

k2+k
2 = (B

1
2 )−kB

k2−k
2 (B

1
2 )2k = q̃(k).

Since η is linear, it follows

βq(k1, k2) =
q(k1 + k2)
q(k1)q(k2)

= f(k1 + k2)q̃(k1 + k2)
f(k1)q̃(k1)f(k2)q̃(k2)

= q̃(k1 + k2)
q̃(k1)q̃(k2)

= βq̃(k1, k2).

Thus we’ve shown that q̃ ∈ QF(G, ×).
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• Analogously to the previous point one shows that for 2 ∤ n with 2l = n−1 the

map q̃(k) = (Bl)kB(
k
2
) is a well defined quadratic form.

2. We now consider arbitrary finite abelian groups. W.l.o.g we can assume G =
⊕n

i=1Zni for some n ∈ N. Let q be a weak quadratic form on G. Define weak
quadratic forms qi ∶= q∣Zni

on Zni as restriction of q.

• One checks that

q(k1, ..., kn) =
n

∏
i=1

qi(ki)∏
i<j

βq(ki, kj).

• We have shown that we can decompose the weak quadratic forms qi as qi = ηi⋅q̃i
for i = 1, ..., n. Thus

q(k1, ..., kn) =
n

∏
i=1

ηi(ki)
n

∏
i=1

q̃i(ki)∏
i<j

βq(ki, kj) = η(k1, ..., kn) ⋅ q̃(k1, ..., kn)

with maps

η(k1, ..., kn) ∶=
n

∏
i=1

ηi(ki)

and

q̃(k1, ..., kn) ∶=
n

∏
i=1

q̃i(ki)∏
i<j

βq(ki, kj).

• The map η is linear in ⊕n
i=1Zni since the maps ηi are linear in Zni . Further-

more, q̃ is symmetric since all q̃i are symmetric and βq is a bilinear.

• The associated bilinearforms coincide, βq = βq̃. Indeed, using that βqi = βq̃i ,
we find for x, y ∈ ⊕n

i=1Zni that

βq(x, y) =
q(x + y)
q(x)q(y)

=
n

∏
i=1

qi((x + y)i)
qi(xi)qi(yi)

∏
i<j

βq((x + y)i, (x + y)j)
βq(xi, xj)βq(yi, yj)

=
n

∏
i=1

q̃i((x + y)i)
q̃i(xi)q̃i(yi)

∏
i<j

βq((x + y)i, (x + y)j)
βq(xi, xj)βq(yi, yj)

= q̃(x + y)
q̃(x)q̃(y)

= βq̃(x, y).

We define an equivalence relation ∼ on QF(G, ×)⊕Hom(G, ×) by

(q̃, η) ∼ (q̃′, η′) ∶⇔ ∃f ∈ Aut(G) ∶ q̃η = f⋆(q̃′η′).

Lemma 4.2.9. Let G be a finite abelian group. The decomposition in Theorem 4.2.1
induces a well-defined bijection

F ∶ WQF(G, ×)/ ∼ → (QF(G, ×)⊕Hom(G, ×))/ ∼
[q]↦ [(q̃, η)].

(4.29)
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Proof. If q ∼ q′ in WQF(G, ×), there exists by definition some f ∈ Aut(G), such that
q = f⋆q′. Thus, if q̃, q̃′ ∈ QF(G, ×) and η, η′ ∈ Hom(G, ×) such that q = q̃η and q′ = q̃′η′,
it follows by definition of ∼ that (q̃, η) ∼ (q̃, η) in (QF(G, ×) ⊕ Hom(G, ×)). The
canonical candidate for an inverse of F is

G ∶ (QF(G, ×)⊕Hom(G, ×))/ ∼ →WQF(G, ×)/ ∼, [(q̃, η)]↦ [q̃η].

Again, from the definitions of the equivalence relations it follows that G is well-defined.
By construction it holds G ○ F = idWQF(G, ×)/∼. Conversely we find F ○ G([(q̃, η)]) =
F ([(q̃η)]) =∶ [(q̃′, η′)] = [(q̃, η)], since q̃η = q̃′η′.

The following Corollary to Theorem 4.2.1 shows that for weak quadratic forms, under
certain conditions, a generalised, shifted, version of the symmetry of quadratic forms in
the sense of Definition 4.2.1 holds.

Corollary 4.2.4. Let G be a finite abelian group and q = q̃ ⋅ η a weak quadratic form on
G with values in ×. If there exists some g0 ∈ G, such that η(g) = βq(g, g0), it follows

q(g) = q̃(gg0)
q̃(g0)

.

This implies, in particular, that q is symmetric with respect to g̃0 ∶= g−20 ,

q(g) = q(g̃0g−1).

Proof. The first statement follows from

q(g) = q̃(g)βq(g, g0) = q̃(g)
q(gg0)

q(g)q(g0)
= q̃(g)

βq(gg0, g0)q̃(gg0)
βq(g, g0)q̃(g)βq(g0, g0)q̃(g0)

= q̃(gg0)
q̃(g0)

.

The shifted symmetry of q is induced by the symmetry of q̃,

q(g̃0g−1) = q(g−20 g−1) = q̃(g−20 g−1g0)
q̃(g0)

= q̃(g−10 gg20)
q̃(g0)

= q̃(gg0)
q̃(g0)

= q(g).

In view of Corollary 4.2.4 it is reasonable to give the following definitions.

Definition 4.2.11 (Representable quadratic form). Let G be a finite abelian group.
The groupoid of weak representable quadratic forms on G with values in × is

WRQF(G, ×) ∶= {(q, η, g0) ∈ QF(G, ×)⊕Hom(G, ×)⊕G ∣ η(g) = βq(g, g0)}.

One can define an equivalence relation ∼ on WRQF(G, ×) by

(q, η, g0) ∼ (q′, η′, g′0) ∶⇔ ∃f ∈ Aut(G) ∶ qη = f⋆(q′η′), f(g0) = g′0.
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Definition 4.2.12 (Weak symmetric quadratic form). Let G be a finite abelian group.
The groupoid of weak symmetric quadratic forms on G with values in × is

WSQF(G, ×) ∶= {(q, g0) ∈WQF(G, ×)⊕G ∣ q(g) = q(g−1g0)∀g ∈ G}.

One can define an equivalence relation ∼ on WSQF(G, ×) by

(q, g0) ∼ (q′, g′0) ∶⇔ ∃f ∈ Aut(G) ∶ q = f⋆(q′), f(g0) = g′0.

The following two technical results are needed, in particular, for the proof of Propo-
sition 4.2.1. To this end, let sum< ∶ N → N be recursively defined as sum<(0) = 0 and
sum<(n) = sum<(n − 1) + (n − 1). Explicitly, sum<(n) is the sum of all strict smaller
natural numbers than n, sum<(n) = 1 + 2 + ... + (n − 1).

Lemma 4.2.10. Let G be a finite abelian group and let (q, g0) ∈ WSQF(G, ×) be a
weak quadratic form symmetric with respect to g0, i.e. q(g) = q(g−1g0) for all g ∈ G.
Then

q(gk) = q(g)k
2−sum<(k)q(gg0)sum<(k),

q(g−k) = q(g)sum<(k)q(gg0)k
2−sum<(k),

(4.30)

for all k ∈ N.

Proof. First of all note that, using q(g) = q(g−1g0), in particular q(g0) = q(1) = 1, and
the bilinearity of βq,

q(g−1)
q(g2)q(g)

= q(g0g)
q(g2)q(g)

= q(g2g0g−1)
q(g2)q(g0g−1)

(4.26)= βq(g2, g0g−1) = βq(g, g0)2βq(g, g)−2

(4.26)= q(gg0)2

q(g)2q(g0)2
q(g)4

q(g2)2
= q(g−1)2q(g)2

q(g2)2
.

This implies
q(g2) = q(g)3q(g−1) = q(g)3q(gg0). (4.31)

We use induction over k. For k = 0, both statements are true, and equal. For k = 1,
the first statement is true, since trivially q(g) = q(g), and the second statement is true,
since q is symmetric w.r.t. g0, q(g−1) = q(gg0). Now let both statements hold for some
fixed k ≥ 1. Then, using the using the bilinearity of βq, the recursive definition of sum<,
and, as shown above, q(g2) = q(g)3q(gg0), we compute

q(gk+1) = q(ggk) (4.26)= βq(g, gk)q(g)q(gk)
(4.26)= q(g2)kq(g)−2kq(g)q(gk)

(4.31),(4.30)= q(g)3kq(gg0)kq(g)−2kq(g)q(g)k
2−sum<(k)q(gg0)sum<(k)

= q(g)kq(g)k
2−sum<(k)+1q(gg0)sum<(k)+k

= q(g)k
2+k+1−sum<(k)q(gg0)sum<(k+1)

= q(g)k
2+k+1−(sum<(k+1)−k)q(gg0)sum<(k+1)

= q(g)(k+1)
2−sum<(k+1)q(gg0)sum<(k+1),
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and

q(g−(k+1)) = q(g−kg−1) (4.26)= βq(g−k, g−1)q(g−k)q(g−1) = βq(g, g)kg(g−k)q(gg0)
(4.26)= q(g2)kq(g)−2kg(g−k)q(gg0)
(4.31),(4.30)= q(g)3kq(gg0)kq(g)−2kq(gg0)k

2−sum<(k)q(g)sum<(k)q(gg0)

= q(g)k+sum<(k)q(gg0)k+1+k
2−sum<(k)

= q(g)sum<(k+1)q(gg0)k+1+k
2−(sum<(k+1)−k)

= q(g)sum<(k+1)q(gg0)(k+1)
2−sum<(k+1).

In particular, for quadratic forms in the sense of Definition 4.2.1, which are symmetric
with respect to g0 = 1G, this yields q(gk) = q(g)k

2 = q(g−k). In fact, one often encounters

the requirement q(gk) = q(g)k2 for all k ∈ N instead of the symmetry q(g) = q(g−1) in
the definition of quadratic forms. Here we have shown, in particular, the equivalence of
both definitions.

Lemma 4.2.11. Let G be a finite abelian group and let (q0, g0), (q1, g1) ∈WSQF(G, ×)
be weak quadratic forms symmetric with respect to g0, g1 ∈ G, i.e. q0(g) = q0(g−1g0)
and q1(g) = q1(g−1g1) for all g ∈ G. Assume βq0 = βq1, then there exists a character
η ∈ Hom(G, ×) such that

q0 = q1 ⋅ η.
In particular, if g0 = g1 = 1 it follows η ∈ Hom(G,{±1}). Conversely, such a decomposi-
tion implies βq0 = βq1.

Proof. Using Lemma 4.2.10 we find for i = 0,1

βqi(g, g) =
qi(g2)
qi(g)2

= qi(g)3qi(ggi)
qi(g)2

= qi(g)qi(ggi).

This implies, under the assumption βq0 = βq1 , that η(g) ∶=
q0(g)
q1(g) =

q1(gg1)
q0(gg0) . In particular,

for g0 = g1 = 1, it holds η = η−1, i.e. η(g) ∈ {±1}. One checks that the equation
βq1 = βq0 = βq1η implies the linearity of η. Conversely, if q0 = q1 ⋅ η, the linearity of η
shows that βq0 = βq1 .

We say a group G has square roots, if for all g ∈ G, there exists some element g
1
2 ∈ G,

such that g
1
2 g

1
2 = g.

Proposition 4.2.1. Let G be a finite abelian group with square roots. The map

F ∶ WRQF(G, ×)/ ∼ →WSQF(G, ×)/ ∼,
[(q, η, g0)]↦ [(qη, g−20 )]

(4.32)

is a well-defined bijection.
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Proof. Let (q, η, g0) ∈WRQF(G, ×), then Corollary 4.2.4 implies that (qη, g−20 )
∈ WSQF(G, ×). Moreover, if (q, η, g0) ∼ (q′, η′, g′0) in WRQF(G, ×), there exists by
definition some f ∈ Aut(G), such that qη = f⋆(q′η′) and f(g0) = g′0. Thus, using
the linearity of f , it follows f(g−20 ) = f(g0)−2 = (g′0)−2. This shows that (qη, g−20 ) ∼
(q′η′, (g′0)−2), i.e. F is well-defined.

Define a candidate for an inverse map as

G ∶ WSQF(G, ×)/ ∼ →WRQF(G, ×)/ ∼, [(q, g0)]↦ [(q̃, η, g
− 1

2
0 )],

with q̃ ∈ QF(G, ×) and η ∈ Hom(G, ×) provided by Theorem 4.2.1, i.e. q = q̃η.
Let (q, g0) ∈ WSQF(G, ×), q̃ ∈ QF(G, ×) and η ∈ Hom(G, ×) such that q = q̃η.

Then Lemma 4.2.11 implies that βq = βq̃, and, as q̃ is symmetric with respect to the unit

1G of G, that η(g) = q(g)
q̃(g) =

q̃(g)
q(gg0) . This implies q(gg0) = q̃(g)2

q(g) . Using that, and q(g0) = 1,
it follows

βq̃(g, g
− 1

2
0 ) = βq(g, g

− 1
2

0 ) = βq(g, g0)
− 1

2 = ( q(gg0)
q(g)q(g0)

)−
1
2 = (q(gg0)

q(g)
)−

1
2

= ( q̃(g)
2

q(g)2
)−

1
2 = q(g)

q̃(g)
= η(g).

This shows that (q̃, η, g−
1
2

0 ) ∈WRQF(G, ×).
Let (q, g0) ∼ (q′, g′0) in WSQF(G, ×), then by definition there exists some f ∈

Aut(G), such that q = f⋆q′ and f(g0) = g′0. If q̃, q̃′ ∈ QF(G, ×) and η, η′ ∈ Hom(G, ×),
such that q = q̃η and q′ = q̃′η′, it follows by assumption and linearity of f that (q̃, η, g−

1
2

0 ) ∼
(q̃, η, g−

1
2

0 ) in WRQF(G, ×). Thus, G is well-defined.

It remains to show that F and G are mutually inverse. We find

G ○ F ([(q, η, g0)]) = G([(qη, g−20 )]) = [(q′, η′, g0)] = [(q, η, g0)],

since q′η′ = qη; and

F ○G([q, g0]) = F ([q̃, η, g
− 1

2
0 ]) = [(q̃η, g0)] = [(q, g0)].

The results for a finite abelian group G with square roots are summarised in the
following diagram:
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WQF(G, ×)/ ∼ (QF(G, ×)⊕Hom(G, ×)) ∼

(WQF(G, ×)⊕G) ∼ (QF(G, ×)⊕Hom(G, ×)⊕G)/ ∼

WSQF(G, ×)/ ∼ WRQF(G, ×)/ ∼

QF(G, ×)/ ∼

(4.29)
≃

(4.29)
≃

(4.32)
≃

[q]↦[(q,1)] [q]↦[(q,1,1)]

.

4.2.5 Generalised ribbon structures of graded vector spaces

The purpose of this subsection is to introduce an appropriate notion of ribbon struc-
tures with respect to the generalised duality (−)g0 on G−vect which we defined in
Definition 4.2.8, and to relate it to the notion of weak quadratic forms which we defined
in Definition 4.2.10, similarly to Corollary 4.2.1.

Definition 4.2.13 (Weak ribbon monoidal structure). Let WRMS(G, ) be the set
of weak ribbon monoidal structures on G-vect , that is, WRMS(G, ) has as elements
quadruples

(α,γ, θ, g0)

where α ∶ ⊗ ○ (⊗× idG-vect ) ≅ ⊗ ○ (idG-vect ×⊗), γ ∶ ⊗ ≅ ⊗ ○ τ and θ ∶ idG-vect ≅ idG-vect

are natural isomorphisms, and g0 ∈ G, such that (⊗, ,α,λ,),γ, θ) (cf. (4.24)) defines
a weak ribbon monoidal structure (cf. Definition 3.1.4) on G-vect with respect to the
⋆-autonomous duality (−)g0 defined by

(V g0)g ∶= Hom(V, g0) = (Vg−1g0)
⋆.

One can define an equivalence relation ∼ on WRMS(G, ) by defining

(α,γ, θ, g0) ∼ (α′,γ′, θ′, g′0),

if and only if there exists a braided monoidal equivalence

(F,Φ,φ) ∶ (G-vect ,⊗, ,α,λ,),γ) ≅ (G-vect ,⊗, ,α′,λ,),γ′),

such that F (θ g) = θ′F ( g).
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Theorem 4.2.2. Let G be a finite abelian group. The map

WRQF(G, ×)/ ∼ →WRMS(G, )/ ∼
[(q, η, g0)]↦ [(αψq ,γΩq , θqη, g

−2
0 )],

for (ψq,Ωq) ∈ Z3
ab(G, ×), such that EM([(ψq,Ωq)]) = q, is a bijection.

Proof. (Sketch) Let (q, η, g0) ∈ WRQF(G, ×) and (ψq,Ωq) ∈ Z3
ab(G, ×), such that

EM([(ψq,Ωq)]) = q. Then (⊗, ,αψq ,λ,),γΩq , θqη) defines a weak ribbon monoidal struc-

ture on G−vect with respect to the duality (−)g−20 . Indeed, it is monoidal since the pen-
tagon axiom follows from dψq = 1 and the triangle axiom is true since ψq is normalized.
It is braided monoidal since the hexagon axioms follow from (4.17). Moreover, θqη is
a twist, since the twist condition (θqη)g1g2 = (γΩq)g2,g1 ○ (γΩq)g1,g2 ○ ((θqη)g1 ⊗ (θqη)g2)
corresponds to

q(g1g2)η(g1g2) = Ωq(g2, g1)Ωq(g1, g2)q(g1)η(g1)q(g2)η(g2),

which is true by (4.18) and the linearity of η. Finally, by Corollary 4.2.4 the weak
quadratic form qη is symmetric with respect to g−20 , which shows that θqη is ribbon with

respect to the duality (−)g−20 . Thus, we showed that (αψq ,γΩq , θqη, g
−2
0 ) ∈WRMS(G, ).

If (q, η, g0) ∼ (q′, η′, g′0), there exists by definition some group automorphism f ∈
Aut(G), such that qη = f⋆(q′η′) and f(g0) = g′0. This implies that [(ψq,Ωq)] =
[(f⋆ψq′ , f

⋆Ωq′)]. Thus, there exists some normalized abelian 2-cochain κ ∈ C2(G, ×)
such that (ψq,Ωq) = (f⋆(ψq′) ⋅ dκ, f⋆(Ωq′) ⋅ κcomm). This gives rise to a candidate for a
braided monoidal functor

(F,Φ,ψ) ∶ (G-vect ,⊗, ,αψq ,λ,),γΩq)→ (G-vect ,⊗, ,αψq′ ,λ,),γΩq′ ).

defined by F ( g) ∶= f(g), F (id g) = id
f(g) , Φg1,g2 ∶= κ(g1, g2)id f(g1g2)

and ψ = id .

By definition F ( 1G) = f(1G) = 1G . Moreover, using the definitions of dκ,κcomm and
that κ is normalized, one checks that this is indeed is a braided monoidal functor. The
equality F ((θqη) g) = (θq′η′)F ( g) is witnessed by qη(g) = (q′η′)(f(g)). This shows that
(αψq ,γΩq , θqη, g

−2
0 ) ∼ (αψq′ ,γΩq′ , θq′η′ , (g

′
0)−2).

Conversely, let (α,γ, θ, g0) ∈ WRMS(G, ). We then find for any g, g1, g2, g3 ∈ G
scalars ψα(g1, g2, g3),Ωγ(g2, g1),Θθ(g) ∈ ×, such that

α((1g1 ⊗ 1g2)⊗ 1g3) = ψα(g1, g2, g3)1g1 ⊗ (1g2 ⊗ 1g3),

γ(1g1 ⊗ 1g2) = Ωγ(g2, g1)1g2 ⊗ 1g1 ,

θ(1g) = Θθ(g)1g.

One shows that (ψα,Ωγ) ∈ Z3
ab(G, ×) in the following way. Firstly, that ψα,Ωγ are

normalized follows from the triangle axiom; that dψ = 1 follows from the pentagon axiom;
and finally, (4.17) follows from the hexagon axiom. Moreover, the twist condition of θ
implies that βΘθ

= βqΩγ
. Since by Lemma 4.2.1 it holds qΩγ ∈ QF(G, ×), it follows that
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βqΩγ
, and thus βΘθ

, is bilinear. Moreover, the ribbon condition of θ with respect to the

duality (−)g0 implies that Θθ(g−1g0) = Θθ(g) for all g ∈ G. Combined, this shows that
(Θθ, g0) ∈ WSQF(G, ×) . As a consequence, Lemma 4.2.11 implies the existence of

some character η ∈ Hom(G, ×), such that qΩγη = Θθ and
Θθ(g)
qΩγ (g)

= η(g) = qΩγ (g)
Θθ(gg0) . Using

that Θθ(g0) = Θθ(g−10 g0) = Θθ(1) = 1 in the second to last step, it follows

βqΩγ
(g, g−

1
2

0 ) = βΘθ
(g, g0)−

1
2 = ( Θ(gg0)

Θθ(g)Θθ(g0)
)−

1
2 = (

qΩγ(g)2

Θθ(g)2Θθ(g0)
)−

1
2

= Θθ(g)Θθ(g0)
1
2

qΩγ(g)
= Θθ(g)
qΩγ(g)

= η(g).

This shows that (qΩγ , η, g
− 1

2
0 ) ∈WRQF(G, ×).

If (α,γ, θ, g0) ∼ (α′,γ′, θ′, g′0) there exists by definition a braided monoidal equiva-
lence

(F,Φ,φ) ∶ (G−vect ,⊗, ,α,λ,),γ) ≅ (G−vect ,⊗, ,α′,λ,),γ′).

such that F (θ g) = θ′F ( g). Defining f ∶ G → G such that F ( g) ≅ f(g) yields an

automorphism f ∈ Aut(G). Indeed, the invertibility of f is induced by the invertibility
of F , and the linearity of f follows from

f(g1)f(g2) ≅ f(g1) ⊗ f(g2) ≅ F ( g1)⊗ F ( g2) ≅ F ( g1 ⊗ g2) ≅ F ( g1g2) ≅ f(g1g2).

The equality F (θ g) = θ′F ( g) yields Θθ(g) = Θθ′(f(g)), which translates to qΩγη(g) =

f⋆(Ωγ′η
′)(g). Moreover, the isomorphism F (( g)g

− 1
2

0 ) ≅ F ( g)(g
′
0)
− 1
2 implies that f(g−

1
2

0 )
= (g′0)−

1
2 . Together this shows (qΩγ , η, g

− 1
2

0 ) ∼ (qΩγ′ , η
′, (g′0)−

1
2 ).

After a careful consideration one understands that both construction are mutually
inverse.

This allows us to deduce Corollary 4.2.1, i.e. (QF(G, ×) ⊕ Hom(G,{±1}))/ ∼ ≅
RMS(G, )/ ∼, from the composition (QF(G, ×)⊕Hom(G,{±1}))/ ∼ →WSQF(G, ×)/ ∼
→WRQF(G, ×)/ ∼ →WRMS(G, )/ ∼ → RMS(G, )/ ∼ given by

[(q, η)]↦ [(qη,1G)]↦ [(q, η,1G)]↦ [(αψq ,γΩq , θqη,1G)]↦ [(αψq ,γΩq , θqη)].

4.3 Topological vector spaces

This section investigates a duality of topological vector spaces based on work of Barr
[Bar00]. Let be any field. If not otherwise stated, -vector spaces are possibly infinitely
dimensional.
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4.3.1 The categories chu and TVS

Definition 4.3.1 (Pair). A pair is a triple (V,W, ⟨−,−⟩) of -vector spaces V,W , to-
gether with a linear map ⟨−,−⟩ ∶ V ⊗ W → called pairing. A morphism of pairs
(V1,W1, ⟨−,−⟩1) and (V2,W2, ⟨−,−⟩2) is a tuple (f, g) of linear maps f ∶ V1 → V2 and
g ∶W2 →W1, such that

⟨f(v), w⟩2 = ⟨v, g(w)⟩1 (4.33)

for all v ∈ V1 and w ∈W2.

A canonical pair is given by ∶= ( , , ⋅) with the multiplication as pairing.

Definition 4.3.2 (Separated, extensional). A pair (V,W, ⟨−,−⟩) is called separated,
if the induced map V → W ⋆, v ↦ ⟨v,−⟩ is injective. A pair (V,W, ⟨−,−⟩) is called
extensional, if the induced map W → V ⋆, w ↦ ⟨−, w⟩ is injective.

Definition 4.3.3 (Category chu). The category of separated and extensional pairs, and
morphism of pairs is denoted chu = chu(Vect, ) due to P.H. Chu.

Let X be a set and T ⊆ P(X) a family of subsets of X. T is called topology on X, if
∅,X ∈ T ; any union of elements of T is an element of T ; and the intersection of finitely
many elements of T is an element of T . A neighbourhood of x ∈ X is a subset U ⊆ X,
such that there exists a set T ∈ T with x ∈ T ⊆ U . The collection of neighbourhoods of
x ∈ X is denoted by U(x). A neighbourhood basis of x ∈ X is a subset B(x) ⊆ U(x) of
neighbourhoods of x, such that for all U ∈ U(x) there exists a B ∈ B(x) with B ⊆ U .
A topological space (X,T ) is called Hausdorff, if for every x, y ∈ X, x /= y, there exist
neighbourhoods U ∈ U(x) of x, and V ∈ U(y) of y, such that U ∩ V = ∅.

A topological field is a field endowed with a topology, such that the addition and the
multiplication are continuous as maps × → , where × carries the product topology.
A topological vector space is a vector space V over a topological field , endowed with a
topology, such that the vector addition V ×V → V and the scalar multiplication ×V → V
are continuous, where the products carry again the product topology.

Definition 4.3.4 (Convex, balanced, absorbing). Let V be a vector space over ∈
{ , }. A subset C ⊆ V is called

1. convex, if for all x, y ∈ C and 0 ≤ t ≤ 1, it follows tx + (1 − t)y ∈ C;

2. balanced, if for all x ∈ C,λ ∈ , with ∣λ∣ ≤ 1, it follows λx ∈ C;

3. absorbing, if for all x ∈ V there exists a r ∈ , such that for all λ ∈ with ∣λ∣ ≥ r,
it follows x ∈ λC.

Definition 4.3.5 (Locally convex). A topological vector space V is called locally convex,
if 0 ∈ V has a neighbourhood basis consisting of balanced absorbing convex sets.

Definition 4.3.6 (TVS). The category of Hausdorff locally convex topological vector
spaces and continuous linear maps is denoted by TVS.
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Note that Hausdorff locally convex topological vector spaces are sometimes simply
called topological vector spaces, since the preconditions are considered standard across
functional analysis.

The categories chu and TVS can be related in the following way. Let V ∈ TVS be a
Hausdorff locally convex topological vector space with topological dual

V ′ ∶= {f ∈ V ⋆ ∣ f continuous}.

We can define a pair
T (V ) ∶= (V,V ′, eval)

with pairing given by the evaluation map. Note that the topology structure of V is
encoded in the topological dual V ′. By construction the induced pairing V ′ → V ⋆ is
injective, i.e. T (V ) extensional. Moreover, the Hahn-Banach separation theorem states
that in a Hausdorff locally convex topological vector space points can be separated, i.e.
for all x, y ∈ V with x /= y there exists a continuous linear functional f ∈ V ′, such that
f(x) /= f(y). In particular for every x /= 0, there exists a linear functional f ∈ V ′, such
that f(x) /= 0. This shows that T (V ) is also separated, and thus, T (V ) ∈ chu. Defining
in addition T (f) = (f, f⋆) on morphisms yields a functor

T ∶ TVS→ chu. (4.34)

In the next section we will introduce subcategories of TVS, such that T becomes an
equivalence.

4.3.2 Weakly and Mackey topologized vector spaces

Definition 4.3.7 (Dual topology). Let (V,W, ⟨−,−⟩) ∈ chu be a separated and exten-
sional pair. A dual topology on V is a topology T , such that (V,T ) ∈ TVS and such that
the injective map W → V ⋆ induces an isomorphism

W ≃ (V,T )′.

For example, if (V,T ) ∈ TVS is a Hausdorff locally convex topological vector space,
then T is by definition a dual topology with respect to the pair T (V ) = (V, (V,T )′, eval) ∈
chu.

In general there could exist more than one dual topology to a pair. In the following
we give the two extremal choices.

Given two topologies T1,T2 on some set X, we say T1 is weaker than T2, and T2 is
stronger than T1, if T1 ⊆ T2.

Definition 4.3.8 (Weak, strong topology). Let (V,W, ⟨−,−⟩) ∈ chu be a separated and
extensional pair. The weak topology σ(V,W, ⟨−,−⟩) is the weakest dual topology on V
with respect to the pair (V,W, ⟨−,−⟩). The strong topology τ(V,W, ⟨−,−⟩) is the strongest
dual topology on V with respect to the pair (V,W, ⟨−,−⟩). If the pairing ⟨−,−⟩ is clear
from the context, we abbreviate σ(V,W ) ∶= σ(V,W, ⟨−,−⟩) and τ(V,W ) ∶= τ(V,W, ⟨−,−⟩)
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Definition 4.3.9 (Weakly, Mackey spaces). Let V ∈ TVS be a topological vectorspace
and V ′ ∈ Vect its topological dual. The topology σ(V,V ′) is called the weak topology
on V . The topological vector space Vσ ∶= (V,σ(V,V ′)) ∈ TVS is called weakly topolo-
gized. The topology σ(V ′, V ) is called the weak -⋆ topology on V ′ and we abbreviate
(V ′)σ ∶= (V ′,σ(V ′, V )). The topology τ(V,V ′) is called the Mackey topology on V . The
topological vector space Vτ ∶= (V, τ(V,V ′)) ∈ TVS is called Mackey space.

The Mackey-Arens Theorem (cf. [Mac46], [Bou77]) ensures that the Mackey topology
and the weak topology exist.

The weak topology σ(V,V ′) on V ∈ TVS is an example of an initial topology. In
particular, it enjoys the following universal property:

A function f ∶ U → Vσ from some topological vector space U to V is contin-
uous if and only if v′ ○ f is continuous for all continuous linear functionals
v′ ∈ V ′,

Vσ

U

v′

f v′○f . (4.35)

Definition 4.3.10 (Categories TVSw, TVSm). Let TVSw denote the full subcategory
of TVS of weakly topologized vector spaces and TVSm the full subcategory of Mackey
spaces.

The functor T ∶ TVS → chu, defined in (4.34), restricts to functors Tw ∶ TVSw → chu
and Tm ∶ TVSm → chu. Conversely, define functors L ∶ chu → TVSm and R ∶ chu → TVSw
in the following way. For (V,W, ⟨−,−⟩) ∈ chu let

L((V,W, ⟨−,−⟩)) ∶= (V, τ(V,W )) and R((V,W, ⟨−,−⟩)) ∶= (V,σ(V,W ))

and on morphism let L((f, g)) = R((f, g)) ∶= f . The following result is due to [Bar00, Sec.
4.5].

Theorem 4.3.1. The functors in the diagram

chu

TVSm TVSw

L R

Tm Tw (4.36)

provide quasi-inverse adjoint equivalences.
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4.3.3 ⋆-autonomous structure of chu

For every pair V = (V,W, ⟨−,−⟩) ∈ chu there exists a dual pair

V⋆ ∶= (W,V, ⟨−,−⟩) ∈ chu

with pairing induced by the pairing of V ∈ chu using the symmetry of the tensor product.
Similarly for a morphism (f, g) ∶ V → W between pairs V,W ∈ chu one defines a dual
morphism

(f, g)⋆ ∶= (g, f).

By the very definition one thus has

V⋆⋆ = V and (f, g)⋆⋆ = (f, g),

similar to the case of finite dimensional vector spaces.
Note that the collection of morphisms Homchu(V,W) between pairs V,W ∈ chu can

be equipped in a canonical way with a vector space structure.

Definition 4.3.11. Given pairs V1 = (V1,W1, ⟨−,−⟩1) and V2 = (V2,W2, ⟨−,−⟩2) in chu,
let Hom(V1,V2) be the pair (Homchu(V1,V2), V1 ⊗W2, ⟨−,−⟩) with pairing

⟨(f, g), v ⊗w⟩ ∶= ⟨f(v), w⟩2 = ⟨v, g(w)⟩1

for (f, g) ∈ Homchu(V1,V2) and v ∈ V1, w ∈W2.

One can show (cf. [Bar00, Sec. 4.2]) that the pair Hom(V1,V2) is separated and
extensional, i.e. Hom(V1,V2) ∈ chu.

In fact, Barr showed a variety of more properties (cf. [Bar00, Sec. 4.1]), as listed in
the following result.

Theorem 4.3.2. For any pairs U ,V,W ∈ chu it holds

Homchu( ,Hom(V,W)) = Homchu(V,W); (4.37)

Hom(U ,Hom(V,W)) ≅ Hom(V,Hom(U ,W)); (4.38)

Hom(V,W) ≅ Hom(W⋆,V⋆); (4.39)

V⋆ ≅ Hom(V, ). (4.40)

One can use these isomorphisms to equip chu with the structure of a symmetric
monoidal closed category, as shown in the following result (cf. [Bar00, Theorem 2.6]).

Lemma 4.3.1. The category chu is symmetric monoidal closed with tensor product ⊗
defined as

V ⊗W ∶= Hom(V,W⋆)⋆ (4.41)

for pairs V,W ∈ chu and internal hom Hom(−,−) as defined in Definition 4.3.11.
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Proof. For pairs U ,V,W ∈ chu we find

Homchu(U ⊗ V,W)
(4.41)= Homchu(Hom(U ,V⋆)⋆,W)

(4.37)= Homchu( ,Hom(Hom(U ,V⋆)⋆,W))
(4.39)
≅ Homchu( ,Hom(W⋆,Hom(U ,V⋆)))

(4.38)
≅ Homchu( ,Hom(U ,Hom(W⋆,V⋆)))

(4.39)
≅ Homchu( ,Hom(U ,Hom(V,W))) (4.37)= Homchu(U ,Hom(V,W)).

The symmetry follows from V⋆⋆ = V and (4.39). The monoidal unit is given by the pair
∈ chu.

In particular, (4.40) implies that the pair ∈ chu is a dualizing object,

V = V⋆⋆ ≅ Hom(Hom(V, ), ).

Lemma 4.3.2. The category chu can be equipped with the structure of a symmetric ⋆-
autonomous category with tensor product (4.41), internal hom as in Definition 4.3.11
and dualizing object ∈ chu.

4.3.4 ⋆-autonomous structure of TVSw and TVSm

The equivalence between chu, TVSw and TVSm, as shown in Theorem 4.3.1, induces
a ⋆-autonomous structure on the categories TVSw and TVSm. In this section we will
describe these two structures in a very concrete way. In the following ⊗ will denote the
algebraic tensor product of -vector spaces.

Definition 4.3.12. Let Hom(−,−) and (−)⋆ denote the internal hom and duality of
chu, respectively. Moreover, let R,L,Tm, Tw be the functors as in (4.36).

• Homw ∶= R ○Hom ○ (T
opp(1)
w × Tw) ∶ TVSopp(1)w ×TVSw → TVSw,

• Homm ∶= L ○Hom ○ (T
opp(1)
m × Tm) ∶ TVSopp(1)m ×TVSm → TVSm,

• Dw ∶= Ropp(1) ○ (−)⋆ ○ Tw ∶ TVSw → TVS
opp(1)
w ,

• Dm ∶= Lopp(1) ○ (−)⋆ ○ Tm ∶ TVSm → TVS
opp(1)
m ,

• V ⊗1w W ∶=Dw(Homw(V,Dw(W ))), V,W ∈ TVSw,

• V ⊗1m W ∶=Dm(Homm(V,Dm(W ))), V,W ∈ TVSm.

• V ⊗2w W ∶=D−1w (Dw(W )⊗1w Dw(V )), V,W ∈ TVSw,

• V ⊗2m W ∶=D−1m (Dm(W )⊗1w Dm(V )), V,W ∈ TVSm.

Corollary 4.3.1. The categories TVSm and TVSw can be equipped with the structure
of ⋆-autonomous categories. More precisely, there exist symmetric closed monoidal
structures (TVSm,⊗1m, L( ),Homm) and (TVSw,⊗1w,R( ),Homw) with dualizing ob-
jects (Dm ○L)( ) and (Dw ○R)( ), respectively.
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Lemma 4.3.3. The internal homs Homm(−,−) ∶ TVS
opp(1)
m ×TVSm → TVSm and

Homw(−,−) ∶ TVS
opp(1)
w ×TVSw → TVSw satisfy

Homw(V,W ) ≅ (L(V,W ),σ(L(V,W ), V ⊗ W ′)), V,W ∈ TVSw,
Homm(V,W ) ≅ (L(V,W ), τ(L(V,W ), V ⊗ W ′)), V,W ∈ TVSm.

Here L(V,W ) denotes the space of continuous linear maps V →W .

Proof. Using the definition of the internal hom in chu, we deduce

(Hom ○ (T opp(1)
w × Tw))(V,W ) = Hom((V,V ′, eval), (W,W ′, eval))

= (Homchu((V,V ′, eval), (W,W ′, eval)), V ⊗ W ′, ⟨−,−⟩).

The pairing ⟨−,−⟩ is defined on (f, g) ∈ Homchu((V,V ′, eval), (W,W ′, eval)) and v⊗w′ ∈
V ⊗ W ′ as

⟨(f, g), v ⊗w′⟩ = w′(f(v)) = g(w′)(v).

By definition g = f∗, the precomposition with f . Moreover, f ∶ V → W is continuous,
since w′ ○ f = g(w′) ∈ V ′ is continuous for all w′ ∈W ′ (cf. the universal property (4.35)).
Thus the maps (f, g)↦ f and idV ⊗W ′ define an isomorphism

(Homchu((V,V ′, eval), (W,W ′, eval)), V ⊗ W ′, ⟨−,−⟩) ≅ (L(V,W ), V ⊗ W ′, ⟨−,−⟩L)

of pairs, where L(V,W ) denotes the space of continuous functions from V to W , and
the pairing ⟨f, v ⊗w′⟩L is given as w′(f(v)). It follows

Homw(V,W ) = (R ○Hom ○ (T
opp(1)
w × Tw))(V,W ) ≅ R(L(V,W ), V ⊗ W ′, ⟨−,−⟩L)

= (L(V,W ),σ(L(V,W ), V ⊗ W ′)).

This means that Homw(V,W ) ≅ L(V,W ) is equipped with the weakest topology, such
that the induced injection V ⊗ W ′ ↪ L(V,W )⋆ defined as v ⊗ w′ ↦ (f ↦ w′(f(v)))
restricts to an isomorphism

V ⊗ W ′ ≅ L(V,W )′.

The second claim follows analogously by replacing R with L.

Lemma 4.3.4. The functors Dm ∶ TVSm → TVS
opp(1)
m and Dw ∶ TVSw → TVS

opp(1)
w

satisfy

Dw(V ) = (V ′,σ(V ′, V )) = (V ′)σ and Dm(V ) = (V ′, τ(V ′, V )) = (V ′)τ .

Moreover, it holds D2
w ≅ idTVSw and D2

m ≅ idTVSm.

Proof. Let V ∈ TVSw, then

Dw(V ) = (Ropp(1) ○ (−)⋆ ○ Tw)(V ) = (Ropp(1) ○ (−)⋆)(V,V ′, eval)
= Ropp(1)(V ′, V, eval) = (V ′,σ(V ′, V )) = (V ′)σ,
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i.e. V ′ equipped with the weak-⋆ topology. The second claim follows analogously by
replacing Ropp(1) with Lopp(1). From the definition of the weak topology it follows

D2
w(V ) = (((V ′)σ)′)σ ≅ Vσ ≅ V.

Again, using the strongest topology instead of the weakest topology, one shows the
remaining part.

Lemma 4.3.5. The tensor products ⊗1w ∶ TVSw × TVSw → TVSw and ⊗1m ∶ TVSm ×
TVSm → TVSm satisfy

V ⊗1w W ≅ (V ⊗ W,σ(V ⊗ W,L(V, (W ′)σ))), V,W ∈ TVSw,
V ⊗1m W ≅ (V ⊗ W, τ(V ⊗ W,L(V, (W ′)τ))), V,W ∈ TVSm.

Proof. Using Lemma 4.3.3 and Lemma 4.3.4 we compute

V ⊗1w W =Dw(Homw(V,Dw(W ))) ≅Dw(Homw(V, (W
′)σ)

≅Dw(L(V, (W ′)σ),σ(L(V, (W ′)σ), V ⊗ ((W ′)σ)′))

≅Dw(L(V, (W ′)σ),σ(L(V, (W ′)σ), V ⊗ W))

≅ (L(V, (W ′)σ),σ(L(V, (W ′)σ), V ⊗ W))
′

σ

This shows that V ⊗1w W is isomorphic to the vector space V ⊗ W with the weakest
topology such that the injection L(V, (W ′)σ) ↪ (V ⊗ W )⋆, f ↦ (v ⊗ w ↦ f(v)(w))
restricts to an isomorphism

L(V, (W ′)σ) ≅ (V ⊗1w W )′.

The second claim follows analogously by replacing R with L.

Lemma 4.3.6. The tensor products ⊗2w ∶ TVSw × TVSw → TVSw and ⊗2m ∶ TVSm ×
TVSm → TVSm satisfy

V ⊗2w W ≅ (L(W ′
σ, V ),σ(L(W ′

σ, V ),W ′ ⊗ V ′)), V,W ∈ TVSw;

V ⊗2m W ≅ (L(W ′
τ , V ),σ(L(W ′

τ , V ),W ′ ⊗ V ′)), V,W ∈ TVSm.

Proof. Using Lemma 4.3.4 and Lemma 4.3.5 we compute for V,W ∈ TVSw,

V ⊗2w W = (W ′
σ ⊗1w V ′σ)′σ ≅ (W ′ ⊗ V ′,σ(W ′ ⊗ V ′, L(W ′

σ, (V ′σ)′σ)))′σ
≅ (W ′ ⊗ V ′,σ(W ′ ⊗ V ′, L(W ′

σ, V )))′σ ≅ (L(W ′
σ, V ),σ(L(W ′

σ, V ),W ′ ⊗ V ′)).

Analogously one validates the claim for the Mackey topology case.
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Lemma 4.3.7. The two tensor products on TVSw and TVSm, respectively, are related
in the sense that

(V ⊗2w W )′σ ≅ (W ′)σ ⊗1w (V ′)σ, V,W ∈ TVSw;

(V ⊗2m W )′τ ≅ (W ′)τ ⊗1m (V ′)τ , V,W ∈ TVSm.

Proof. Follows immediately from the definitions.

As a last step we would like to relate our two tensor products on TVSw and TVSm,
respectively, to the projective and injective tensor products (cf. [Trè67]). Explicitly,
the π-topology, or projective topology, on the projective tensor product V ⊗ W for
V,W ∈ TVS is the strongest locally convex topology, such that the canonical bilinear
map V ×W → V ⊗ W is continuous, where V ×W is given the product topology.
Equipped with the π-topology, the space V ⊗ W is denoted by V ⊗π W . Usefully, the
projective topology enjoys the following universal property (cf. [Trè67, Prop. 43.4]):

Let V,W ∈ TVS. Then V ⊗π W equips V ⊗ W with the only topology such
that for every U ∈ TVS the isomorphism of bilinear maps V ×W → U and
linear maps V ⊗ W → U , provided by the universal property of the tensor
product V ⊗ W , restricts to an isomorphism of (jointly) continuous bilinear
maps V ×W → U and continuous linear maps V ⊗π W → U .

Our next result shows that a similar statement holds for the tensor products ⊗1w
and ⊗1m, when we restrict us to U = and separately continuous bilinear maps, instead
of jointly continuous bilinear maps. Note that jointly continuous implies separately
continuous, but not vice versa. Explicitly, the following is not the universal property of
the projective tensor product.

Lemma 4.3.8. The tensor products ⊗1w ∶ TVSw × TVSw → TVSw and ⊗1m ∶ TVSm ×
TVSm → TVSm satisfy the following property:

Let V,W ∈ TVSw. Then V ⊗1w W (V ⊗1mW ) equips V ⊗ W with the weakest
(strongest) topology such that the isomorphism of bilinear maps V ×W →
and linear maps V ⊗ W → , provided by the universal property of the tensor
product V ⊗ W , restricts to an isomorphism of separately continuous bilinear
maps V ×W → and continuous linear maps V ⊗1w W → (V ⊗1m W → ).

Proof. We use that R(R−1(V ) ⊗chu R−1(W )) ≅ V ⊗1w W . We have R−1(V ) = Tw(V ) =
(V,V ′, eval) for any V ∈ TVSw. Thus we find

R−1(V )⊗chu R−1(W ) = (Hom((V,V ′, eval), (W,W ′, eval)⋆))⋆

= (Hom((V,V ′, eval), (W ′,W, eval)))⋆

= (Homchu((V,V ′, eval), (W ′,W, eval)), V ⊗ W, ⟨−,−⟩)⋆

= (V ⊗ W,Homchu((V,V ′, eval), (W ′,W, eval)), ⟨−,−⟩)
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with pairing
⟨v ⊗w, (f, g)⟩ = f(v)(w) = g(w)(v)

for v ∈ V,w ∈ W and f ∶ V → W ′, g ∶ W → V ′. By construction every (f, g) ∈
Homchu((V,V ′, eval), (W ′,W, eval)) induces a separately continuous bilinearform T(f,g) ∶
V ×W → given by

T(f,g)(v,w) = f(v)(w) = g(w)(v).
In fact Homchu((V,V ′, eval), (W ′,W, eval)) is isomorphic to the the space B(V,W ) of
separately continuous bilinearforms V ×W → . Let B(V,W ) be the space of bilinear
maps V ×W → . The universal property of the tensor product yields a linear map of
vector spaces

ϕ ∶ B(V,W )→ (V ⊗ W )⋆. (4.42)

Let ι ∶ B(V,W )↪ B(V,W ) be the inclusion map. The pairing of the pair

R−1(V )⊗chu R−1(W ) ≅ (V ⊗ W,B(V,W ), ⟨−,−⟩) (4.43)

is given by ⟨v ⊗w, f⟩ = (ϕ ○ ι)(f)(v ⊗w). This induces an injection

ϕ ○ ι ∶ B(V,W )→ (V ⊗ W )⋆. (4.44)

From (4.43) and the definition of R it follows

V ⊗1w W ≅ R(R−1(V )⊗chu R−1(W )) ≅ (V ⊗ W,σ(V ⊗ W,B(V,W ))).

By the very definition, V ⊗1w W equips V ⊗ W with the weakest topology such that
(4.44), and thus ϕ, restricts to an isomorphism

B(V,W ) ≅ (V ⊗1w W )′.

Analogously one shows the claim for the strongest topology.

Aside from the jointly/separately continuous aspect, one of main differences between
the tensor products ⊗1w,⊗1m and the projective tensor product ⊗π is that the property
in Lemma 4.3.8 only holds for ∈ TVS, while it is true for every U ∈ TVS in the case of
the projective tensor product.

To overcome this problem, it seems appropriate to generalise Definition 4.3.1 and
Definition 4.3.7 and then proceed in an analogous way as we did in this section. Let us
sketch shortly the main idea; it is beyond the scope of this thesis to develop the whole
theory.

Definition 4.3.13. Let U ∈ Vect be a -vector space. An U -pair is a triple (V,W, ⟨−,−⟩)
of -vector spaces V,W , together with a linear map ⟨−,−⟩ ∶ V ⊗ W → U called pairing.
A morphism of U -pairs (V1,W1, ⟨−,−⟩1) and (V2,W2, ⟨−,−⟩2) is a tuple (f, g) of linear
maps f ∶ V1 → V2 and g ∶W2 →W1, such that

⟨f(v), w⟩2 = ⟨v, g(w)⟩1 ∈ U (4.45)

for all v ∈ V1 and w ∈W2.
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Definition 4.3.14. Let U ∈ TVS be a topological vector space. Let (V,W, ⟨−,−⟩) be
a separated and extensional U -pair. A dual topology on V w.r.t. to this U -pair is a
topology T , such that (V,T ) ∈ TVS and such that the injective map W → Hom (V,U)
induces an isomorphism

W ≃ {f ∶ (V,T )→ U continuous} ⊆ Hom (V,U).
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Appendix

5.1 Proofs

Proof of Lemma 3.3.1

Lemma. Let (C,⊗, ) be a strict monoidal bicategory and A,B,B′ ∈ C. Assume that
A ⊣ B and A ⊣ B′ witnessed by ε1, η1 and ε′1, η

′
1. Then there exist 1-morphisms α ∶ B →

B′ and β ∶ B′ → B as well as invertible 2-morphisms β ○ α ≅ idB and α ○ β ≅ idB′. The
1-morphism α preserves evaluation and coevaluation morphisms in the sense that there
exist invertible 2-morphisms ε′1 ○(idA⊗α) ≅ ε1 and (α⊗ idA)○η1 ≅ η′1. Furthermore, α is
unique in the sense that for every other 1-morphism α̃ ∶ B → B′ that preserves evaluation
and coevaluation morphisms in this way, there exists an invertible 2-morphism α ≅ α̃.

Proof. We denote A,B,B′ by red, blue and green, respectively. For the pair A ⊣ B

let be given 1-morphisms ε1 ≡ , η1 ≡ with 2-morphisms ε2, η2 as in (3.18).

Similarly, for the pair A ⊣ B′ let be given 1-morphisms ε′1 ≡ ,η′1 ≡ as well as

2-morphisms ε′2, η
′
2. Define 1-morphisms α ∶= and β ∶= . The following

composition of 2-morpshisms provides an invertible 2-morphism β ○ α ≅ idB:

(2.1)
≅

(η′2)−1≅
ε2≅ .

Similarly one shows the existence of an invertible 2-morphism α○β ≅ idB′ . Furthermore,
the 1-morphism α preserves units and counits in the sense that there exist invertible

69
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compositions of 2-morphisms

ε′1 ○ (idA ⊗ α) ≡
(2.1)
≅

(η′2)−1≅ ≡ ε1,

(α⊗ idA) ○ η1 ≡
(2.1)
≅

η−12≅ ≡ η′1.

Assume that there exists another 1-morphism α̃ ≡ ∶ B → B′ together with invertible
2-morphisms

ε′1 ○ (idA ⊗ α̃) ≡ ≅ ≡ ε1, (5.1)

(α̃⊗ idA) ○ η1 ≡ ≅ ≡ η′1. (5.2)

Then we can define the following invertible 2-morphisms between α and α̃:

α ≡
(5.1)
≅

(2.1)
≅

ε′2≅ ≡ α̃,

α ≡
(5.2)
≅

(2.1)
≅

ε2≅ ≡ α̃.

Proof of Lemma 3.3.3

Lemma. Let (A, µ ≡ ∶ A ⊗ A → A, η ≡ ∶ → A) be a pseudomonoid in a
monoidal bicategory (C,⊗, ). The following are equivalent:

1. There exists a morphism ε ≡ ∶ A → , such that σ ≡ ∶ A ⊗ A → is an
evaluation for a biexact pairing A ⊣ A.

2. There exists a morphism σ ≡ ∶ A⊗A→ , that is an evaluation for a biexact
pairing A ⊣ A and an invertible 2-cell

≅
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3. There exists a pseudocomonoid structure (A, δ ≡ ∶ A→ A⊗A, ε ≡ ∶ A→
) on A and two invertible 2-cells

≅ ≅

Proof. (1)⇒ (2): We follow the arguments of [Str04, Prop. 3.2]. Define σ ∶= , then
it remains to construct an invertible 2-cell (3.23). By the definition of a pseudomonoid

there exists an invertible 2-morphism α ∶ ≅ as in (3.19). Consider the

invertible 2-cell idεα ∶ ≅ . Recalling σ ≡ shows that the definition
is appropriate.

(2)⇒ (1) ∶ It suffices to construct a morphism ε ≡ , such that ≅ . Let

ε ∶= . Then one computes

=
(2.1)
≅

(3.23)
≅

(3.20)
≅ .

(3)⇒ (2) ∶ This is a straightforward generalisation of the monoidal category case [FS09].

Define σ ∶= ∶= . As in (1) ⇒ (2) consider the invertible 2-cell idεα as a

witness of (3.23). The coevaluation for the biexact pairing A ⊣ A is given by ∶=

. Indeed, we find the invertible 2-cells

ε2 ∶= =
(3.24)
≅

(2.1)
≅

(3.20)
≅

(3.20)
≅ , (5.3)

η2 ∶= ≅
(3.20)
≅

(2.1)
≅

(3.24)
≅ = . (5.4)
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(2) ⇒ (3) ∶ Denote the coevaluation of the biexact pairing A ⊣ A as . Let ε =

∶= and δ = ∶= . To obtain a pseudocomonoid structure (A, δ, ε)
it remains to define appropriate invertible 2-cells. Define one of the invertible 2-cells
witnessing the counitality as the composition

=
(2.1)
≅

(3.18)
≅

(3.20)
≅ ,

and the second one analogously. Regarding the coassociativity, first note that we can
find invertible 2-morphisms

(3.18)
≅

(2.1)
≅

(3.23)
≅ . (5.5)

Therefore, the comultiplication can be rewritten as

=
(5.5)
≅

(2.1)
≅

(2.1)
≅

(3.18)
≅ .

(5.6)

Finally, the coassociativity is witnessed by the composition of invertible 2-cells

(5.6)
≅

(2.1)
≅

(3.19)
≅

=
(2.1)
≅

(5.6)
≅ .

The 2-cells (3.24) are given by the compositions

=
(3.19)
≅

(2.1)
≅ = ,

(5.6)
≅

(2.1)
≅

(3.19)
≅

(5.6)
≅ .
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Proof of Lemma 4.1.5

Lemma. Let X be a finite linear category and F,G ∈ Lex(X ,X) be two left exact func-
tors. Then

Γrl(F ) ○ Γrl(G) ≅ Γrl(Γrl(F ) ○G). (5.7)

On the other hand, let F,G ∈Rex(X ,X) be two right exact functors. Then

Γlr(F ) ○ Γlr(G) ≅ Γlr(Γlr(F ) ○G). (5.8)

Proof. For y ∈ X one computes

Γrl(F ) ○ Γrl(G)(y) (4.6)= Γrl(F )(∫
x∈X

X ⟨y, x⟩∗ ⊗G(x))

(4.6)= ∫
x′∈X

X ⟨∫
x∈X

X ⟨y, x⟩∗ ⊗G(x), x′⟩∗ ⊗ F (x′)
(4.4)
≅ ∫

x′∈X
(∫

x∈X
X ⟨X ⟨y, x⟩

∗ ⊗G(x), x′⟩)∗ ⊗ F (x′)

≅ ∫
x′∈X
∫

x∈X
X ⟨X ⟨y, x⟩

∗ ⊗G(x), x′⟩∗ ⊗ F (x′)
(4.2)
≅ ∫

x′∈X
∫

x∈X
X ⟨y, x⟩∗ ⊗ X ⟨G(x), x′⟩∗ ⊗ F (x′)

Fubini
≅ ∫

x∈X
∫

x′∈X
X ⟨y, x⟩∗ ⊗ X ⟨G(x), x′⟩∗ ⊗ F (x′)

≅ ∫
x∈X

X ⟨y, x⟩∗ ⊗ ∫
x′∈X

X ⟨G(x), x′⟩∗ ⊗ F (x′)

(4.6)= ∫
x∈X

X ⟨y, x⟩∗ ⊗ Γrl(F )(G(x)) (4.6)= Γrl(Γrl(F ) ○G)(y)

which proves the first claim. For the second claim we compute similarly

Γlr(F ) ○ Γlr(G)(y) (4.6)= Γlr(F )(∫
x∈X

X ⟨x, y⟩ ⊗G(x))

(4.6)= ∫
x′∈X

X ⟨x′,∫
x∈X

X ⟨x, y⟩ ⊗G(x)⟩ ⊗ F (x′)
(4.3)
≅ ∫

x′∈X ∫x∈X X ⟨x′,X ⟨x, y⟩ ⊗G(x)⟩ ⊗ F (x′)
(4.2)
≅ ∫

x′∈X ∫x∈X X ⟨x, y⟩ ⊗ X ⟨x′,G(x)⟩ ⊗ F (x′)
Fubini
≅ ∫

x∈X ∫x′∈X X ⟨x, y⟩ ⊗ X ⟨x′,G(x)⟩ ⊗ F (x′)

≅ ∫
x∈X

X ⟨x, y⟩ ⊗ ∫
x′∈X

X ⟨x′,G(x)⟩ ⊗ F (x′)
(4.6)= ∫

x∈X
X ⟨x, y⟩ ⊗ Γlr(F )(G(x)) (4.6)= Γlr(Γlr(F ) ○G)(y).
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Notation

Copp(1) Dual category with
inverted morphisms

Section 2.1

F opp(1) Dual functor Section 2.1

Copp(0) Opposite category with
twisted tensor product

Definition 2.1.3

Copp(0,1) Defined as
(Copp(0))opp(1) ≅
(Copp(1))opp(0)

Section 2.1

C⟨−,−⟩ Defined as HomC(−,−) /

Cat Category of small
categories

/

Set Category of sets /

Vect , vect Category of (f.d.)
-vector spaces

/

A−Repf.d.,A−mod Category of f.d. left
A-modules

Sec. 4.1.1

Hom,Homr,Homl Internal homs Definition 2.3.2

V−Cat Bicat. of V-enriched cat.
and V-functors

Definition 3.3.4

V−Mod Bicat. of V-enriched cat.
and modules

Definition 3.3.5

Prof Bicat. of profunctors Definition 3.3.5

Lex(C,D),Rex(C,D) Category of left (right)
exact functors C → D

Section 4.1.1

∫c∈C F (c̄, c) ∈ D End of a functor
F ∶ Copp(1) × C → Set.

Definition 4.1.2

∫
c∈C

F (c̄, c) ∈ D Coend of a functor
F ∶ Copp(1) × C → Set.

Definition 4.1.2

Nr
A,N

l
A Classical Nakayama

functors
Section 4.1.3

Nr
X ,N

l
X Nakayama functors of

finite linear category X
Definition 4.1.5
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QF(G, ×) Category of quadratic
forms G→ ×

Definition 4.2.1

H3
ab(G, ×) Third abelian cohomology

group
Definition 4.2.3

G−Vect Category of G-graded
vector spaces over

Definition 4.2.4

G−vect Category of G-graded f.d.
vector spaces over

Definition 4.2.4

RMS(G, ) Ribbon monoidal
structures on G−vect

Definition 4.2.5

(−)g0 Duality functor on
G−vect w.r.t. g0 ∈ G

Definition 4.2.8

⊗g0 Tensor product on
G−vect w.r.t. g0 ∈ G

Definition 4.2.9

WQF(G, ×) Weak quadratic forms
G→ ×

Definition 4.2.10

WRQF(G, ×) Weak representable
quadratic forms G→ ×

Definition 4.2.11

WSQF(G, ×) Weak symmetric
quadratic forms G→ ×

Definition 4.2.12

WRMS(G, ) Weak ribbon monoidal
structures on G−vect

Definition 4.2.13

chu Category of separated and
extensional pairs

Definition 4.3.3

TVS Cat. of Hausd. loc.
convex topol. vect. spaces

Definition 4.3.6

V ′ Topol. dual of contin.
functionals V →

Definition 4.3.8

σ(V,W, ⟨−,−⟩) Weakest dual top. on V
w.r.t (V,W, ⟨−,−⟩)

Definition 4.3.8

τ(V,W, ⟨−,−⟩) Strongest dual top. on V
w.r.t. (V,W, ⟨−,−⟩)

Definition 4.3.8

σ(V,V ′) Weak topology on V Definition 4.3.9

σ(V ′, V ) Weak⋆ topology on V ′ Definition 4.3.9

τ(V,V ′) Mackey topology on V Definition 4.3.9

TVSm Category of Mackey
spaces

Definition 4.3.10

TVSw Category of weakly
topologized spaces

Definition 4.3.10
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